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PRIVACY SELF-HELP

Steven H. Hazel†

ABSTRACT

Today, millions of consumers practice privacy self-help. Some cover their laptop cameras; others communicate through encrypted messaging apps; still others delete sensitive documents. But while self-help has emerged as one of the primary ways that consumers manage privacy risks, it has attracted little scholarly attention.

To fill that gap, this Article offers a descriptive account of the relationship between privacy doctrine and self-help. As it turns out, privacy law relies on self-help to solve some of its most pressing problems. From the Fourth Amendment to the FTC’s unfairness authority, courts and regulators look to self-help to decide which disputes deserve attention and to conserve scarce resources. The upshot is that harnessing self-help has become a pervasive feature of modern privacy law.

Turning from the descriptive to the normative, this Article asks how law should respond to privacy self-help. Too often, self-help exposes the data it promises to protect. When self-help backfires, the conventional wisdom holds that courts and regulators should install legal remedies to replace it. But displacing self-help would disable the doctrines that depend on it.

Challenging the conventional wisdom, this Article shows that legal institutions protect consumers best when they facilitate—rather than replace—self-help. By arming individuals with intelligence about self-help, courts and regulators can empower them to spot successful strategies and sidestep self-defeating ones. This approach promises to transform self-help from a popular yet unreliable practice into a potent weapon in the hands of millions of consumers. Ultimately, complementing self-help should be privacy law’s first instinct, not its last resort.

DOI: https://doi.org/10.15779/Z382J68529
© 2021 Steven H. Hazel.
† J.D., 2019, University of Chicago Law School.
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I. INTRODUCTION

Mark Zuckerberg, Facebook’s founder and CEO, is not generally regarded as a privacy advocate. In 2010, for instance, he proclaimed that privacy is no longer “a social norm.”1 But photos indicate that Zuckerberg may be more concerned about privacy than his public statements suggest. Zuckerberg—a Harvard-trained computer scientist who employs thousands of engineers—covers his MacBook’s camera with a piece of tape.2 And Zuckerberg isn’t the only one.3 Next time you step into a classroom or conference room, look around. You’re sure to spot a sea of taped-over laptop cameras.4

Millions of consumers embrace privacy self-help strategies like Zuckerberg’s.5 Some communicate through encrypted messaging apps;6 others submit misleading information in response to marketing requests;7 still others shred sensitive documents.8 Indeed, a Pew Research Center survey reveals that

5. For a definition of privacy self-help, see infra Part II.A. Individuals also practice self-help to protect their data from friends, family members, and the government. But those forms of self-help take different forms and serve different purposes. Thus, this Article concentrates on consumer self-help strategies.
6. See infra Part 0.
7. See infra Part II.B.2.
8. See infra Part 0.
almost 90% of Americans practice at least one form of privacy self-help. To put that figure in perspective, the Equifax data breach litigation—by far the largest privacy-related class action in U.S. history—covered 56% of American adults.

The upshot is that self-help has emerged as one of the primary ways that consumers manage privacy risks. So far, however, it has attracted little attention from legal scholars. To close that gap, this Article asks what the law should do about privacy self-help.

Courts and regulators cannot afford to ignore that question. Indeed, the same attributes that make self-help attractive to consumers also make it indispensable to legal institutions. First, self-help’s preference signaling function tells adjudicators which types of data consumers see as sensitive. By honoring consumers’ self-help choices, courts and regulators empower individuals to decide what data to protect for themselves. Second, self-help’s resource conserving function resolves low-value disputes that would otherwise consume scarce judicial and regulatory resources. In doing so, self-help enables adjudicators to concentrate their limited resources on the most serious privacy threats. Over time, harnessing those functions has become a common move across many privacy doctrines.

But privacy law’s reliance on self-help may be misplaced. Too often, self-help strategies expose the data they promise to protect. Thanks to

---


12. See, e.g., Lichtman, supra note 11, at 19 (explaining that self-help “distinguish[es] the bulk of normal business information from that special subset of information that warrants protection”).


14. See infra Part III (documenting the many ways that self-help backfires).
information asymmetries, data subjects struggle to distinguish successful strategies from self-defeating ones. Absent accurate intelligence about various techniques and firms’ responses to them, consumers cannot escape self-help’s unintended consequences, including overexposure and overreliance.

When self-help backfires, the conventional wisdom holds that courts and regulators should develop legal remedies that substitute for self-help. But that approach fails to appreciate the extent to which privacy law harnesses self-help’s preference signaling and resource conserving functions. Displacing self-help would inadvertently disable the many doctrines that depend on those functions.

Instead, legal institutions protect consumers best when they complement—rather than replace—self-help. By supplying intelligence about self-help, this approach empowers data subjects to identify proven practices and avoid unreliable ones. By diminishing the asymmetries that distort consumers’ self-help decisions, this approach strengthens the doctrines that rely on those decisions to discover data’s value. And by repurposing pre-existing tools, this approach avoids the costs associated with implementing new legal rules.

More broadly, complementing self-help is appealing because it makes the most of regulators’ limited resources. Thanks to self-help’s popularity, even small decreases in asymmetries may translate into substantial improvements in individuals’ ability to manage privacy risks. Ultimately, complementing self-help is a promising tool to promote consumer privacy that has been overlooked for too long.

To be clear, self-help is no substitute for legislative and regulatory efforts to protect consumers. Instead, self-help works best when used to address the kinds of privacy risks that more traditional tools overlook. When consumers seek to act on their own idiosyncratic preferences quickly and cheaply, self-help excels. When they face persistent and systemic risks, however, regulatory enforcement and civil litigation assume heightened importance. So, while complementing self-help represents an under-appreciated tool for advancing consumer privacy, it represents only one tool in a larger toolbox.

This Article’s exploration of the promise and perils of self-help continues in Part II with a taxonomy of self-help strategies, including concealment, obfuscation, and monitoring. Marshalling evidence from a variety of disciplines, it shows that self-help has emerged as one of the main ways that consumers protect their data.

15. See, e.g., Lichtman, supra note 11, at 26; see also infra Part V.
Part III shows that certain self-help strategies produce unintended consequences, including: (1) privacy-privacy tradeoffs, (2) security-privacy tradeoffs, and (3) arms races. Information asymmetries prevent consumers from appreciating or avoiding these unforeseen harms.

Part IV highlights privacy law’s surprising dependence on self-help. From the Fourth Amendment to the Federal Trade Commission’s (FTC) unfairness authority, courts and regulators harness self-help to identify disputes that warrant attention and to conserve scarce judicial and regulatory resources.

Part V outlines a novel regulatory strategy. Rather than replace self-help, as the conventional wisdom suggests, courts and regulators should facilitate it. To illustrate the virtues of complementing self-help, this Part identifies three ways that legal institutions can intervene to address information asymmetries. Each intervention mobilizes pre-existing tools to arm data subjects with intelligence about self-help.

II. SELF-HELP IN PRACTICE

Twenty-five years ago, the FTC gathered scholars, technologists, and policymakers to discuss what was then the “new high-tech, global marketplace.” In a white paper summarizing that session, the Commission predicted that “private initiatives” such as “technology-based consumer protections and self-help opportunities” would be the key to safeguarding privacy in the twenty-first century.

Consistent with the FTC’s early optimism, almost every organization that advises consumers about privacy endorses self-help. Advocacy groups, such as the Electronic Frontier Foundation (EFF), champion self-help technologies. Similarly, leading newspapers—including the New York Times, Wall Street Journal, and Washington Post—recommend self-help strategies. Popular


17. Id. at 46.


magazines, from Consumer Reports to Wired, follow suit. Even public schools "teach the basics of 'cyberhygiene,' a kind of preventative care for the digital self." The bottom line is that self-help has become "the dominant advice that privacy-conscious citizens encounter."

This Part asks whether consumers act on that advice. After developing a definition of self-help, this Part catalogs the techniques that consumers currently practice. As quantitative and qualitative evidence attests, privacy self-help is pervasive, persistent, and varied. Though self-help is not the only way that consumers protect their personal data, it has become an important part of the picture.

A. DEFINING SELF-HELP

Before surveying consumer strategies, it is essential to clarify what counts as privacy self-help. This Article defines privacy self-help as any action that: (1) safeguards personal data, (2) without resorting to the legal system, and (3) without relying on markets.

The first element concentrates on consumer activities that safeguard personal data. While scholars dispute how to define privacy, all agree that privacy has to do with protecting personal data. By analyzing various practices in terms of their effect on personal data, rather than on privacy, this Article aims to be precise about what each practice accomplishes.

The second element, which excludes legal remedies, comports with every scholarly understanding of self-help. Indeed, even the broadest definitions of self-help do not include legal remedies. Self-help is many things, but it is not law.

The final element distinguishes between self-help and market activity. On first glance, the line between those categories may appear blurry, or even non-
existent. When a user buys an app that detects hidden cameras, for instance, is that an act of self-help, or a market transaction? To simplify matters, this Article defines market activity to encompass any practice where consumers switch between competing service providers. For example, an internet user who abandons Google in favor of DuckDuckGo (a search engine that emphasizes privacy) has engaged in market activity, not self-help.

Drawing the line here makes sense. In theory, whether competition protects privacy depends on factors, such as the structure of the market, the presence of competitors, and the non-privacy features of competing products, that are often irrelevant to self-help’s success. In practice, this definition of market activity has the advantage of ensuring that this Article does not repeat prior work, which extensively analyzes the relationship between competition and privacy while saying little about the strategies described below.

To sum up, the best way to define self-help is by clarifying what it is not. Consumers who seek to protect their data have three types of precautions to choose from: self-help, market activity, and legal remedies. Table 1, below, outlines this menu of options. Privacy self-help describes those precautions that do not involve legal remedies or market activity.

<table>
<thead>
<tr>
<th>Self-Help</th>
<th>Market Activity</th>
<th>Legal Remedies</th>
</tr>
</thead>
<tbody>
<tr>
<td>E.g., Submitting a false name, covering laptop cameras, or shredding credit cards.</td>
<td>E.g., Deleting an account or reducing Facebook use in favor of a competitor.</td>
<td>E.g., Joining a class action or filing a complaint with state or federal regulators.</td>
</tr>
</tbody>
</table>

B. SURVEYING SELF-HELP

Until now, scholars have paid little attention to privacy self-help. Though prior work has occasionally discussed specific strategies that fall within the definition introduced above, none surveys privacy self-help as a whole. To

26. For an analysis of the considerations that influence self-help’s effectiveness, see infra Part II.
28. See supra note 11 (collecting prior works that touch on specific self-help strategies).
fill that void, this Section marshals evidence from a variety of disciplines—from computer science to sociology—that attests to self-help’s popularity and diversity.

As the examples below illustrate, most self-help strategies share two features. First, popular techniques are invariably inexpensive; for example, common practices involve downloading free apps, covering phone cameras, and deleting files. Such strategies enable individuals to avoid the fees that often accompany legal remedies. Second, self-help “makes possible diverse, individuated judgments.” Put differently, self-help empowers individuals—not courts, regulators, or firms—to decide which data points warrant protection. Together, these features explain self-help’s appeal.

To organize the diverse strategies that data subjects practice, this Section introduces a three-part taxonomy: (1) concealment strategies limit information disclosure, (2) obfuscation strategies share false information, and (3) monitoring strategies review others’ access to personal data. Table 2, below, summarizes that taxonomy.

<table>
<thead>
<tr>
<th>Category</th>
<th>Sub-Category</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concealment</td>
<td>Identity data</td>
<td>Creating a temporary email address</td>
</tr>
<tr>
<td></td>
<td>Sensitive data</td>
<td>Covering laptop and phone cameras</td>
</tr>
<tr>
<td></td>
<td>Previously-disclosed data</td>
<td>Shredding sensitive documents</td>
</tr>
<tr>
<td>Obfuscation</td>
<td>Identity data</td>
<td>Using a fake name on social media</td>
</tr>
<tr>
<td></td>
<td>Sensitive data</td>
<td>Submitting a fake address to avoid marketing requests</td>
</tr>
<tr>
<td></td>
<td>Activity data</td>
<td>Generating fake social media “likes”</td>
</tr>
<tr>
<td>Monitoring</td>
<td>Personal monitoring</td>
<td>Using an app to detect hidden cameras</td>
</tr>
<tr>
<td></td>
<td>Monitoring services</td>
<td>Hiring a reputation management service</td>
</tr>
<tr>
<td></td>
<td>Monitoring networks</td>
<td>Writing app store reviews</td>
</tr>
</tbody>
</table>

1. Concealment Strategies

According to historian Sarah Igo, “[t]he most promising contemporary avenue for achieving [privacy],” involves “carefully designed practices for hiding one’s tracks.” This Section describes three ways that data subjects

29. See infra notes 28–35.
30. See Ellickson, supra note 13, at 686.
31. Lichtman, supra note 11, at 7.
32. IGO, supra note 22, at 364–65.
cover their tracks: (1) concealing identifying information, (2) concealing sensitive information, and (3) retracting previously-disclosed data.

a) Concealing Identifying Information

Many practices prevent outsiders from discovering data subjects’ identities. Common techniques include:

- **Creating Temporary Identifiers**: Data subjects routinely create temporary identities to safeguard their privacy.\(^{33}\) About a quarter of consumers report using a temporary username or email address to conceal their identity, for instance.\(^{34}\) Along the same lines, 18% of data subjects have employed public computers—for instance, workstations at a local library—to browse the internet without identifying themselves.\(^{35}\) Another variant of this strategy is to pay with cash, not card. For example, *Time* instructs readers who “[d]on’t want companies knowing [about] how much booze you’re buying or other potentially embarrassing habits” to “[p]ay for things with cash.”\(^{36}\) And some individuals even obtain disposable “burner” phones or laptops to hide their identities—although this strategy is probably limited to journalists and spies.\(^{37}\)

- **Employing Anonymization Technologies**: Some observers tout the benefits of anonymization technologies, such as “blind signatures, anonymous remailers, and encryption software.”\(^{38}\) Scholars call these tools Privacy Enhancing Technologies (PETs).\(^{39}\) One example of a PET is The Onion Router, or Tor.\(^{40}\) By hiding individuals’ IP addresses, Tor permits them to browse the web without surveillance

---

33. In some cases, these practices may reflect motivations other than privacy. For example, some users may use fake email addresses to avoid spam, not to protect their anonymity. For the most part, this Article focuses on techniques for which privacy serves as the primary motivation.
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by service providers or third parties. Unlike the other self-help strategies introduced in this Part, PETs have attracted sustained attention from scholars. So far, however, consumers have not shown much interest in PETs. To take one example, just 2% of Americans employ anonymization software such as Tor. The most plausible explanation is that only technologically-sophisticated consumers are able to take advantage of PETs. So, while anonymization technologies deserve attention, concentrating on PETs alone would dramatically underestimate the popularity of privacy self-help.

b) Concealing Sensitive Information

Instead of hiding an individual’s identity, some techniques conceal sensitive categories of information. Popular practices include:

- **Constructing Physical Barriers**: In many cases, consumers install physical coverings to conceal sensitive data. The best example of this approach involves using a sticker or tape to cover laptop and smartphone cameras. This strategy has won the endorsement of the FBI. The popularity of this technique reflects the sensitivity of the underlying data. Webcams collect pictures of users during their most intimate moments, an obvious threat to privacy. For similar reasons, some privacy-conscious consumers seal device microphones to thwart unauthorized listeners. Going even further, more sophisticated

---

41. See, e.g., Rubinstein, supra note 39, at 1417–21 (distinguishing between PETs that complement law and PETs that substitute for law). Even Brunton and Nissenbaum, who advocate for consumer obfuscation, primarily suggest technical strategies. See BRUNTON & NISSENBAUM, supra note 11, at 12 (“CacheCloak”); id. at 19 (“Tor relays”); id. at 21 (“Babble tapes”).
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consumers erect screens around their property to prevent aerial surveillance, a tactic that may become more common as drones fill the skies.47

- **Blocking Online Trackers:** An army of digital trackers follows consumers around the web, recording the sites they visit and the searches they run.48 So it is no surprise that tracker-blocking tools have widespread appeal. Indeed, more than a third (41%) of Americans “set their browser to disable or turn off cookies.”49 Many others (21.9%) employ apps or browser add-ins to block ads and web trackers.50 In many cases, these technologies are free and easy to install. While these apps do not shield users’ identities completely, they limit the amount of sensitive data third-party sites collect.

c) Concealing Previously-Disclosed Information

Once consumers disclose a piece of personal data, it usually passes out of their control forever.51 That said, three techniques permit data subjects to retract data that they previously exposed but now wish to conceal:

- **Destroying Sensitive Data:** Consumer Reports recommends that readers shred any records that contain “social security number[s],” “birth date,” “credit card numbers,” “account numbers from financial institutions,” and “medical insurance numbers.”52 This is not a new practice. As early as 2005, 51% of Americans claimed to “always” shred financial documents, such as credit cards and bills.53 Today, advocates routinely advise consumers to wipe their computers of

---
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51. See Solove, supra note 27, at 1902 (discussing the problem of unanticipated downstream uses of data).

52. CONSUMER REP., supra note 20.

personal information before disposing of them. In doing so, data subjects reduce the risk of identity theft—or that an unscrupulous firm will extract and resell their data.

- **Asking Others to Delete Data:** Most of the time, other people control our data. For example, on social media, blogs, and photo-sharing sites, friends and family members routinely share data about one another. As a result, consumers may be able to conceal data by asking others to remove it. Indeed, one study found that more than 16% of respondents “have asked someone to remove or correct information about them that was posted online.”

- **Harnessing Ephemeral Communications Technologies:** Another way to conceal previously disclosed data relies on ephemeral communication technologies. The most prominent example is Snapchat, “a photo-sharing app in which images purportedly self-destruct after being viewed.” As a recent study confirms, data subjects employ Snapchat and other ephemeral software in an effort to “prevent[] the accumulation of meaningless and potentially embarrassing content.” Thanks to their ability to conceal personal data, ephemeral communications technologies have become...

---


57. As we shall shortly see, not all ephemeral communication technologies live up to their promise. *See infra Part III.A.*

58. Ephemeral communications technologies can be classified as a form of self-help, as a form of market activity, or both. By switching from one app to the other, consumers encourage firms to respect privacy. As this example suggests, some techniques combine the features of market activity and self-help.


immensely popular; in 2020, for example, Snapchat reported an average of more than 260 million daily active users.61

2. Obfuscation Strategies

Another way that consumers protect their data is by producing “ambiguous, confusing, or misleading information to interfere with surveillance and data collection.”62 This Section outlines three ways that data subjects confound observers: (1) obfuscating identifying information, (2) obfuscating sensitive information, and (3) obfuscating activity.

a) Obfuscating Identifying Information

The best example of how consumers use obfuscation to shield their identities comes from a study of teens’ Facebook use. To open an account, Facebook demands that users provide “the name you use in everyday life.”63 Needless to say, this policy makes it difficult for Facebook users to conceal their identities. In response, “many teens . . . offer[ ] up only their first name, preferring to select a last name of a celebrity, fictional character, or friend.”64 Indeed, about 26% of teen social media users “post fake information like a fake name . . . to help protect their privacy.”65 This practice shields teens’ identities and retaliates against what they perceive as unnecessarily intrusive policies.66

As today’s tech-savvy teens mature into adults, this variety of obfuscation is likely to grow even more popular. In fact, a 2013 survey revealed that 18% of Americans used a “fake name” or “untraceable username” online.67 Since then, obfuscation techniques have become more sophisticated. For example, an app called MySudo “allows a user to create multiple email addresses and

62. BRUNTON & NISSENBAUM, supra note 11, at 1. Brunton and Nissenbaum were the first to use the term “obfuscation” to describe these types of techniques.
64. BOYD, supra note 59, at 46.
65. Mary Madden, Amanda Lenhart, Sandra Cortesi, Urs Gasser, Maeve Duggan, Aaron Smith & Meredith Beaton, Teens, Social Media, and Privacy, PEW RSCH. CTR. (May 21, 2013), https://www.pewinternet.org/2013/05/21/teens-social-media-and-privacy/.
66. BOYD, supra note 59, at 46.
phone numbers for $1 a month." According to MySudo’s creators, switching phone numbers and emails “eliminate[s] the ability of advertisers, scammers, and other 3rd parties [to build] a detailed profile of [users’] personal information.” Similar apps have been downloaded over a million times. In short, strategies that obscure users’ identities have become surprisingly common.

b) Obfuscating Sensitive Information

Consumers practice obfuscation not just to shield their identities but also to protect particularly sensitive information. For instance, Consumer Reports warns parents not to submit accurate data when registering “connected kids’ products” as it “essentially provides marketers and potential hackers with details about your children.” Instead, the magazine directs parents to “provide[ ] fake information” such as inputting “Bart Simpson’s [address]—742 Evergreen Terrace.” Though quantitative research on this topic is limited, the available evidence suggests that many consumers falsify sensitive data in certain circumstances.

The appeal of obfuscating sensitive data—rather than obscuring one’s identity altogether—is that it permits consumers to pick and choose which data points to protect. As a Pew interviewee explained, “[f]or any non-essential website . . . I choose to not share my real birthday. I understand the marketing and demographic component of why they collect birthday information so I choose a fake birthday [that] is similar to my real birthday.” By submitting information that is only partially misleading, savvy consumers capture disclosure’s benefits while mitigating its dangers.

71. CONSUMER REP., supra note 20.
72. Id.
73. See, e.g., Mayer, supra note 53, at 20 (summarizing survey evidence showing that between 24 and 34 percent of respondents had “supplied false personal information” to a website).
c) Obfuscating Activity

Another obfuscation strategy involves manufacturing false activity to confuse observers. For example, web searches “end up acting as lists of [consumers’] locations, names, interests, and problems.”75 More often than not, “our identities can be inferred from these lists, and patterns in our interests can be discerned.”76 To address that problem, researchers developed TrackMeNot, an app that “adds hundreds of false Google search queries to each legitimate one, hiding the user’s true interests in a cloud of gibberish to thwart the building of a profile of that user.”77

Not every variant of this strategy depends on sophisticated technologies (such as TrackMeNot) to generate false activity. Consider two examples:

- **Fabricating Social Media Inputs:** As *Wired* sees it, Facebook users should “throw[ ] the company off [their] scent” by hiding their “real interests within a sea of not-quite-real information.”78 To that end, the magazine urges readers to “lik[e]” random posts, “mis-tag[ ] photos of friends,” and “click[ ] all of the ads.”79 What makes this type of activity attractive is that it promises “to confuse Facebook’s facial recognition and computer vision algorithms.”80

- **Swapping Loyalty Cards:** Another low-tech strategy involves retail store loyalty-card programs, which collect data on consumer purchasing habits.81 In this strategy, practitioners “share[ ] cards . . . in *ad hoc* physical meetings, [and] with the help of mailing lists and online social networks, increasingly in large populations and over wide geographical regions.”82 By swapping loyalty cards, consumers create false purchasing data, confounding retailers’ efforts to analyze their behavior.

---
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3. Monitoring Strategies

By monitoring their data, consumers mitigate a wide range of privacy risks, from identity theft to phishing. The appeal of monitoring is that it multiplies the odds that consumers will detect privacy violations, deterring abuse by firms. At the same time, monitoring tells consumers when to engage in concealment and obfuscation, amplifying the effectiveness of other forms of self-help. This Section introduces three ways that data subjects monitor their data: (1) personal monitoring, (2) monitoring services, and (3) monitoring networks.

a) Personal Monitoring

“Carefully monitor [your] accounts for suspicious activity.”\(^{83}\) If there is one piece of self-help advice that consumers receive more than any other, this is it. Indeed, “[t]he FTC, the California Office of Privacy Protection, the Privacy Rights Clearinghouse, Consumer Reports, and various self-help guides” all instruct data subjects to monitor their accounts.\(^{84}\) Consumers put that advice into practice in the following ways:

- First, after the typical data breach, 24% of affected individuals became “more diligent” in monitoring their accounts.\(^{85}\) By stepping up monitoring activity, consumers uncover misbehavior by firms—including follow-on data breaches and violations of privacy policies.

- Second, as Consumer Reports recognizes, readers are interested in “ferreting out which companies are sharing [their] data.”\(^{86}\) To that end, the magazine suggests that subscribers “[t]ype ‘+’ before the @ symbol [in an email] and add the website’s name. Email[s] addressed to YourName+Websitename.com@gmail.com will go to the regular inbox for YourName@gmail.com. But now it will carry an extra crumb of data, and if you get spam from a company you’ve never heard of, you’ll know whom to blame.”\(^{87}\)

---
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Finally, consumers download smartphone apps designed to detect hidden cameras positioned by employers, retailers, and hoteliers. For example, more than a million people have installed “Hidden Camera Detector,” an app that analyses “magnetic activity” to pinpoint concealed webcams. In the wake of national news coverage of a $100 million lawsuit alleging that a Hilton employee secretly recorded a hotel guest, camera-detection apps are likely to grow even more popular.

b) Monitoring Services

To defend their data, individuals enlist third-party services that offer the digital equivalent of home security monitoring. Examples abound:

- First, major companies—including Experian, Equifax, and TransUnion—offer credit monitoring services. Advocacy groups routinely urge consumers to make use of these services. Privacy Rights Clearinghouse, for instance, instructs readers to “monitor your credit reports on an ongoing basis” and request “one free credit report per year from each of the three credit bureaus.”

- Second, going beyond credit reporting, some consumers employ comprehensive monitoring services. As Frank Pasquale reports, “[c]ontracting out reputation management to a private company is a growing ‘market solution’ to the emerging traffic in data.” Similar to a home security service, reputation managers “monitor an individual’s online reputation . . . . [and] provide monthly reports to a client summarizing information about the client available online.” The most expensive options offer dedicated “lawyers to review [website] terms of service . . . and reputation managers to tend to . . . online

---
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profiles.” For those who can afford it, these services effectively outsource monitoring.

c) Monitoring Networks

The most powerful form of monitoring depends on social networks, not service providers. In practice, consumers share privacy-related feedback through the following channels:

- **App stores:** The Google, Apple, and Microsoft app stores permit consumers to share their privacy concerns in the form of reviews. At best, the prospect of negative ratings may deter developers from using personal data in ways that diverge from users’ expectations. At a minimum, by complaining in app-store reviews, data subjects inform others about potential risks.

- **Online communities:** Several popular online communities maintain dedicated channels for users to discuss privacy risks. For instance, Reddit hosts a page for privacy-concerned users to discuss vulnerabilities in consumer-facing technologies. That forum boasts more than one million members. Other social media platforms, such as Facebook or Twitter, also enable users to exchange information about privacy threats. By disseminating intelligence about negative privacy experiences (for example, an invasive ad or message), consumers may be able to discipline firms that violate privacy norms.

- **In-person networks:** Consumers also distribute information about privacy risks through in-person networks. After having their data lost in a breach, for instance, 17% of affected users elected to “notify

---
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others." Even so-called digital natives prefer to get information about privacy from their network of friends, parents, and teachers rather than online sources. In short, sharing negative gossip helps other consumers protect themselves, rebukes firms by damaging their reputation, and discourages future violations.

From this survey of privacy self-help, two themes emerge. First, most strategies involve low-cost ways for consumers to express their preferences. Those attributes explain much of self-help’s appeal. Second, different strategies reduce risk in different ways. Any investigation of how law should respond to self-help must account for the diversity of consumer practices. The bottom line is that self-help represents one of the primary ways that data subjects manage privacy risks. The next Part asks whether courts and regulators share consumers’ enthusiasm.

III. THE PERILS OF SELF-HELP

Too often, self-help strategies backfire. First, privacy-privacy tradeoffs mean that self-help may expose the data it promises to protect. Common techniques generate new data, enable firms to draw negative inferences, and tempt consumers to disclose more data than they would have otherwise. Second, security-privacy tradeoffs occur when consumers’ practices exacerbate security vulnerabilities, disrupting the confidentiality, integrity, and availability of data. Finally, self-help sometimes sparks wasteful arms races between firms and their customers.

To be clear, the diversity of consumer practices results in an unpredictable landscape. Although some strategies are self-defeating, others are not. So, while many techniques give rise to unintended consequences, consumers need not abandon all forms of self-help.

The problem is that data subjects struggle to predict which strategies trigger unforeseen harms. As economists warn, “consumers are often in a position of imperfect or asymmetric information regarding when their data is collected, for what purposes, and with what consequences.” While the scholarly literature concentrates on how information asymmetries disrupt market transactions, those asymmetries also distort individuals’ ability to

102. See Madden, supra note 65 (showcasing teens’ comfort with privacy settings).
identify successful self-help strategies. The bottom line is that, absent accurate intelligence about which techniques backfire, data subjects cannot escape self-help’s unintended consequences.

As it stands, privacy law does little to address this problem. As explained above, existing doctrines look to self-help to discern individual preferences and conserve scarce resources. At best, those doctrines do nothing to help data subjects distinguish successful techniques from self-defeating ones. At worst, by encouraging consumers to practice self-help before seeking legal remedies, privacy law may promote techniques that backfire.

This Part documents three unintended consequences of self-help: (1) privacy-privacy tradeoffs, (2) security-privacy tradeoffs, and (3) arms races between firms and consumers. Table 3 catalogs these problems.

### Table 3: The Unintended Consequences of Self-Help

<table>
<thead>
<tr>
<th>Category</th>
<th>Sub-Category</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Privacy-Privacy Tradeoffs</td>
<td>Self-Help as Data Creation</td>
<td>Firms collect data about who uses self-help apps</td>
</tr>
<tr>
<td></td>
<td>Negative Inferences</td>
<td>Consumers who check their credit score may betray that they are a credit risk</td>
</tr>
<tr>
<td></td>
<td>Overreliance</td>
<td>Users send sensitive messages because they trust Snapchat’s ephemeral communications feature</td>
</tr>
<tr>
<td>Security-Privacy Tradeoffs</td>
<td>Confidentiality</td>
<td>Scammers promise free credit monitoring, only to compromise user data</td>
</tr>
<tr>
<td></td>
<td>Integrity</td>
<td>When consumers submit false data, security technologies malfunction</td>
</tr>
<tr>
<td></td>
<td>Access</td>
<td>Breached firms cannot warn customers who conceal their contact information</td>
</tr>
<tr>
<td>Arms Races</td>
<td>Surveillance Technologies</td>
<td>Firms “fingerprint” devices to identify the owner</td>
</tr>
<tr>
<td></td>
<td>Data Brokers</td>
<td>Firms buy concealed or obfuscated data from data brokers</td>
</tr>
</tbody>
</table>

### A. Privacy-Privacy Tradeoffs

Proponents of self-help assume that consumer strategies obscure more data than they expose. But that is not always the case. This Section introduces
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104. See, e.g., Solove, supra note 27, at 1880, 1895 (documenting the “structural problems” and “information asymmetries” that bedevil privacy decision-making); Acquisti et al., supra note 103, at 447 (“[T]he data subject may not know what the data holder will do with their data . . . .”).
three privacy-privacy tradeoffs: (1) some strategies inadvertently create new data, (2) other strategies enable observers to draw negative inferences, and (3) still other strategies tempt consumers to share more and more sensitive data than they would have otherwise.105

1. Self-Help as Data Creation

Consumers who practice self-help risk exposing their intentions or behavior. This tradeoff affects concealment, obfuscation, and monitoring strategies alike.

First, consumers who practice concealment signal that they have something to hide. For example, the FTC warns that “sites you visit may be able to determine that you are using a VPN app.”106 That information is valuable because VPN use correlates with other attributes. Indeed, lawyers, journalists, and political activists all rely on VPNs. Thus, VPN users are likely to have a job that requires them to handle sensitive information.107 The upshot is that, by employing VPNs, consumers advertise that they have access to especially valuable data.

Second, obfuscation strategies suffer from a similar problem. To illustrate how obfuscation works, Professors Brunton and Nissenbaum give the example of a military aircraft that drops chaff (bundles of small metal pieces) to confuse enemy radar.108 In that scenario, obfuscation distracts the enemy by generating additional targets. But dropping chaff has an obvious disadvantage: it broadcasts that at least one real target is present. In the same way, a data subject who practices obfuscation may attract extra scrutiny, either because she appears to be a security threat109 or because she inadvertently discloses that she has access to information worth protecting.110

Finally, even monitoring strategies may inadvertently create new data. The best example involves credit monitoring services. When lenders or card issuers check a consumer’s credit score, it signals that the consumer may be about to take on new debt. “In the Heisenberg-meets-Kafka world of credit scoring,” Pasquale warns, “merely trying to find, try out possible effects on one’s score can
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reduce it.”\textsuperscript{111} Indeed, one individual who repeatedly checked the ownership of his mortgage note “reported . . . a 40-point hit on his credit score after his inquiry.”\textsuperscript{112}

Unfortunately, many consumers do not appreciate this tradeoff. Economists often emphasize “how invisible [data] collection is to the data subject.”\textsuperscript{113} And, as the FTC’s warning about VPNs illustrates, data collection about self-help is no more visible than data collection about any other activity.\textsuperscript{114} Without intelligence about which self-help techniques generate personal data, consumers may not be able to distinguish effective practices from self-defeating ones.

2. \textit{Negative Inferences}

Even when self-help shields personal data from direct observation, firms may be able to draw inferences based on the absence of data. Game theorists recognize that when a data subject declines to disclose information, that choice reveals something about the subject.\textsuperscript{115} For example, suppose that you decide not to share certain data on online financial forms. In response, banks may infer that you are hiding undesirable characteristics, such as unpaid debts. Because observers can draw inferences based on the absence of information, concealing one piece of data often exposes other, more sensitive data.

What scholars call “unraveling effects” exacerbate this problem.\textsuperscript{116} As Scott Peppet explains, “[a]t first, those with positive private information . . . will disclose to seek discounts and economic benefit.”\textsuperscript{117} Next, “even those with the worst private information . . . may realize that they have little choice but to disclose to avoid the stigma of keeping information secret.”\textsuperscript{118} Ultimately, “privacy may unravel as those who refuse to disclose are assumed to be withholding negative information and therefore stigmatized and penalized.”\textsuperscript{119}
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Thanks to unraveling effects, firms’ ability to draw inferences depends on the volume of personal data they possess. The more consumers who disclose personal data, the more likely that firms will be able to draw negative inferences about those who choose to conceal their data. But data subjects typically lack information about the size and quality of firms’ data sets. For that reason, consumers struggle to predict whether or to what extent self-help will permit firms to draw negative inferences.

3. Overreliance

In some cases, the availability of self-help encourages consumers to expose personal data that they would not have otherwise. Generally, “higher perceived control over information publication increased [data] subjects’ propensity to disclose sensitive information.” For example, consider Snapchat, an app that promises to protect users’ communications. But Snapchat did not always live up to that promise. At one point, users could capture screenshots or use third-party apps to save each other’s messages. If every Snapchat user had realized that recipients could preserve their communications, many would have sent fewer messages—or none at all.

As this example suggests, overreliance is only an issue when practitioners overestimate the effectiveness of a particular strategy. In Snapchat’s case, technically-proficient users were able to detect the problem years before the FTC intervened. The more difficult it is for consumers to assess the effectiveness of a given strategy, the greater the risk of overreliance.

The result is that consumers cannot assume that self-help obscures more data than it reveals. Many self-help techniques invite privacy-privacy tradeoffs, exposing more data—or more sensitive data—than practitioners anticipate.

B. Security-Privacy Tradeoffs

Every day, cybercriminals attempt to access consumer data. Every day, corporate security experts try to stop them. More specifically, corporate
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security teams safeguard the confidentiality, integrity, and availability of customer data—what experts call the “CIA triad.” Confidentiality prevents unauthorized access to data, integrity verifies that data is accurate, and availability ensures that authorized users can access their data.

Too often, privacy self-help disrupts the CIA triad. Borrowing from David Pozen, the previous Section used the term “privacy-privacy tradeoffs” to describe situations where “preserving privacy along a certain axis may entail compromising privacy along another axis.” This Section introduces a parallel concept, security-privacy tradeoffs, to refer to practices that bolster privacy at the expense of security. By compromising confidentiality, integrity, and availability, some self-help strategies frustrate firms’ attempts to protect personal data.

1. Confidentiality

Champions of self-help often endorse technology-dependent strategies, such as hidden camera apps and VPNs. But trusting third-party technologies has a downside: it opens the door for malicious attackers. In many cases, harmful programs masquerade as self-help-style software. But once a consumer clicks a link or downloads a file, the application steals their data. The FTC has identified two examples of this security-privacy tradeoff:

- First, take Scareware, a type of malware that “falsely claim[s] that scans ha[ve] detected viruses, spyware, and illegal pornography on consumers’ computers.” The FTC explains that these programs “trick consumers into thinking their computers [a]re infected with malicious software” and then “s[ell] [the consumers] software to ‘fix’ the[] non-existent problem.” In this way, self-help provides an opportunity for cybercriminals to trick consumers into downloading applications that compromise their data.
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• Second, experts warn that some VPNs exacerbate security vulnerabilities.133 “[W]hen you use a VPN app,” the FTC says, “you are giving the app permission to intercept all of your internet traffic.”134 As security researchers caution, some “VPN apps . . . expose users to serious privacy and security vulnerabilities, such as use of insecure VPN tunneling protocols.”135

Information asymmetries prevent consumers from discerning these unintended consequences. According to one survey, for instance, “only a marginal number of . . . users” recognize that VPN apps may reveal personal data.136 If consumers cannot distinguish applications that protect personal data from ones that expose it, self-help may do more harm than good. At a minimum, by encouraging data subjects to take privacy into their own hands, self-help opens the door for Scareware and unreliable VPNs.

2. Integrity

Self-help also threatens the second component of the CIA triad: data integrity. To see why, it is helpful to have a basic understanding of anomaly-based intrusion detection systems (IDS).137 Firms rely on these systems to “detect intrusion attempts by comparing current account activities against a ‘normal activity profile.’”138 “When the IDS detects abnormal activity (outside normal boundaries as identified in the baseline),” cybersecurity expert Darril Gibson explains, “it gives an alert indicating a potential attack.”139 In doing so, these systems safeguard customer data from hackers and other threats.

The problem with practices that ask users to act “outside normal boundaries” is that they risk triggering false IDS alerts.140 Obfuscation strategies may be the worst offender. By definition, submitting large volumes of false searches or clicks will be “abnormal” compared with consumers’
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baseline. If a user starts submitting random searches in Vietnamese, for example, an IDS may not be able to tell whether the sudden behavior change is the product of an obfuscation strategy or a hacker’s intrusion. In other words, IDS technologies may interpret obfuscation as a sign that a malicious attacker has gained access to customer accounts. The sad reality is that, because obfuscation produces false positives, it confuses the security systems designed to protect consumer data.

Few data subjects appreciate this tradeoff. As Pew Research complains, “many [Americans] struggle with more technical cybersecurity concepts.”141 If consumers do not understand security basics, they cannot identify which self-help techniques are likely to interfere with companies’ security efforts.

3. Availability

In addition to threatening confidentiality and integrity, self-help also endangers the availability of data, the final component of the CIA triad. Consider three examples:

- First, imagine that you run a data processing firm. Your security team discovers that a data breach has occurred. In turn, your lawyers recommend that you notify affected users about the breach.142 To do so, you need access to valid names, email addresses, or phone numbers for each user. On reviewing the relevant records, however, you discover that many customers have concealed their contact information. As this example illustrates, strategies that shield consumers from unwanted communications from firms may inadvertently prevent them from receiving essential notifications.

- Second, Facebook assumes that accounts with fake names involve “malicious intent to violate [their] policies.”143 Accordingly, the social media giant promises to “remove” the accounts of users who practice obfuscation.144

---
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Third, suppose that you practice obfuscation by submitting false names, email addresses, and security questions. The simple fact that it can be more difficult to remember many different lies than it is to recall a single truth may mean that consumers who practice obfuscation ultimately struggle to authenticate their identities and regain access to their accounts.

Again, data subjects do not always take this tradeoff into account when deciding whether to engage in self-help. Indeed, a recent survey found that “a significant share of online adults are simply not sure of the correct answer on a number of cybersecurity knowledge questions.” Without an understanding of security basics, consumers may struggle to predict which self-help strategies will cause them to lose access to their data.

To be clear, not every strategy undermines security. Indeed, some low-tech strategies shield both privacy and security. Covering laptop cameras, for example, protects data from both firms and hackers. The trouble is that, if consumers do not appreciate security tradeoffs, they cannot tell which strategies endanger data security.

C. ARMS RACES

Consumers do not have a monopoly on self-help. To the contrary, “self-help can initiate wasteful ‘arms races’ between providers and consumers.” These arms races are distinct from the privacy-privacy tradeoffs introduced above. Section III.A argued that some self-help strategies are self-defeating because they create new data, permit negative inferences, and induce over-reliance. During an arms race, by contrast, firms counter consumer self-help with strategies of their own.

The best-documented example of an arms race between consumers and firms involves copyright protection. At the start of the race, consumers share content in violation of copyright restrictions through tools like LimeWire. Then creators respond by “develop[ing] more secure, tamper-resistant management systems.” At the end of the day, consumers and content creators would be better off cooperating. But because they are trapped in a
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prisoner’s dilemma, rational decisions on each side lead to “wasteful investment[s]” in “hacking and protection technology.”

Privacy arms races follow a similar pattern. When consumers practice self-help, the economics of personal data encourage firms to respond with strategies of their own. As *The Economist* observes, personal data is the new oil. It follows that when self-help strategies reduce the quantity of data available, firms have a powerful incentive to circumvent those strategies. To do so, firms either: (1) install surveillance technologies, or (2) buy personal data from brokers.

1. **Surveillance Technologies**

The most obvious way to circumvent self-help is through surveillance technologies. Imagine, for instance, that customers start refusing to fill out forms on a company’s website. In response, that company may decide to deploy trackers that follow the customer around the internet. Today, such counterattacks by firms are commonplace.

For the most part, firms prefer surveillance technologies that consumers cannot detect. Take “fingerprinting,” a technique that “uniquely identifies computers” by reference to details such as “clock setting, different fonts, [and] different software.” As the *Wall Street Journal* reports, “fingerprinting is largely invisible” to consumers. Indeed, “[i]t’s tough even for sophisticated Web surfers to tell if their gear is being fingerprinted.”

For another example, consider a recent study that attempted to identify all of the ways that Facebook gathers personal data. The researchers found that the social media giant consolidates data from the Facebook Messenger app, phone contact lists, and data uploaded to user accounts for “two-factor
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authentication.”157 Even data “obtained without a user’s knowledge, such as by some other user syncing their phone contacts . . . is used for PII-based advertising.”158

As these examples indicate, firms identify creative ways to collect personal data without alerting consumers.159 The appeal of these invisible data collection technologies is obvious: consumers cannot respond to a counterattack they cannot detect in the first place.

2. **Data Brokers**

Not all firms have access to the same surveillance technologies as Facebook. But they all have access to data brokers.160 These entities “collect and maintain data on hundreds of millions of consumers.”161 Thanks to brokers, “[h]uge databases of usernames, credit card numbers, and social security numbers already exist online.”162 By selling access to those databases, brokers offer a cost-effective way to circumvent self-help.

Indeed, data brokers thrive because they enable counterattacking firms to avoid detection. To that end, many brokers refuse “to identify the specific sources of their data or the [firms] who purchase it.”163 In doing so, brokers make it “impossible for a consumer to determine the originator of a particular data element.”164 To understand which self-help strategies fall victim to data brokers, data subjects need information about the types of data that brokers sell and who they sell it to. Otherwise, consumers cannot predict when brokers will enable firms to circumvent self-help.165

Of course, not every self-help strategy sparks an arms race. While data brokers and surveillance technologies are powerful, their reach does not
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extend to every person and every type of data. But consumers struggle to distinguish strategies that are vulnerable to arms races from those that are not. Firms exacerbate this problem by engaging in invisible arms races. Unaware of hidden counterattacks, data subjects fail to adopt alternative strategies that could better protect their data. At the same time, consumers continue to waste resources implementing unsuccessful strategies, harming social welfare.

Taken together, privacy-privacy tradeoffs, security-privacy tradeoffs, and arms races threaten self-help’s appeal. In an ideal world, consumers would avoid strategies that backfire and prioritize ones that succeed. But information asymmetries limit consumers’ ability to discern which strategies produce unforeseen harms. So, absent accurate intelligence about various strategies and firms’ responses, consumers cannot escape self-help’s unintended consequences.

IV. HOW PRIVACY LAW HARNESSES SELF-HELP

What, if anything, should privacy law do about self-help? To answer that question, it is first necessary to understand the relationship between existing privacy doctrines and self-help. For the most part, the same attributes that make self-help appealing to consumers also make it useful to legal institutions. First, self-help’s preference signaling function helps adjudicators discern which types of data consumers view as sensitive. Second, self-help’s resource conserving function resolves low-value disputes that would otherwise consume scarce judicial and regulatory resources. Over time, privacy law has come to depend on these functions.

To illustrate how existing doctrines harness self-help, this Part introduces five disparate examples: the Fourth Amendment, the Electronic Communications Privacy Act (ECPA), Article III standing, privacy torts, and state data breach notification laws. Each doctrine depends on self-help to identify disputes that warrant attention and to husband judicial and regulatory resources.
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A. THE FOURTH AMENDMENT

The Supreme Court’s “reasonable expectation of privacy test” may be the best-known rule in privacy law. In *Katz v. United States*, the Court held that whether government activity counts as a Fourth Amendment search hinges on the searched citizen’s “reasonable expectation of privacy.”\(^{169}\) In a concurrence, Justice Harlan set out the two-pronged test that courts continue to apply today. Under Harlan’s test, the Fourth Amendment applies when: (1) the defendant exhibits a “subjective” expectation of privacy, and (2) that expectation is “one that society is prepared to recognize as ‘reasonable.’”\(^{170}\)

In elaborating the first prong, Justice Harlan warned that, “objects, activities, or statements that [a citizen] exposes to the ‘plain view’ of outsiders are not ‘protected’ because no intention to keep them to himself has been exhibited.”\(^{171}\) This “knowing exposure” requirement clarifies that citizens who do not engage in reasonable self-help measures forfeit the Fourth Amendment’s protection.\(^{172}\) In *Katz*, for example, it was essential that the defendant had “shut[ ] the door” to the phone booth that the government surveilled.\(^{173}\) Closing the door signaled that the defendant regarded his conversations within that booth as private. The same logic explains why citizens who fail to engage in reasonable forms of self-help—such as installing fencing,\(^{174}\) affixing roof panels,\(^{175}\) or securely disposing of garbage\(^{176}\)—forfeit constitutional protection. Ultimately, *Katz’s* “knowing exposure” test looks at self-help to divine whether a given data point deserves protection.

B. THE ELECTRONIC COMMUNICATIONS PRIVACY ACT

Similar reasoning guides courts’ analyses of the Electronic Communications Privacy Act (ECPA). That statute prescribes criminal and civil penalties for those who intercept electronic, oral, and wire communications.\(^{177}\)
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In defining ECPA’s scope, Congress imported Katz’s “knowing exposure” test. By its terms, the Act applies when plaintiffs “[exhibit] an expectation that such communication is not subject to interception under circumstances justifying such expectation.”178 To decide whether this requirement is satisfied, courts look to self-help. Indeed, ECPA only protects plaintiffs who take “common-sense precautions . . . to preserve their expectation of privacy,” as the Fifth Circuit has observed.179

Consider Huff v. Spaw, where the chair of a corporate board pocket-dialed a colleague.180 Though the colleague quickly realized that the chair had called her by accident, she stayed on the line for over an hour, listening in on an embarrassing conversation between the chair, the chair’s spouse, and a third-party. In denying the chair’s ECPA claim, the Sixth Circuit faulted him for failing to engage in any of the “simple and well-known measures [to] prevent pocket-dials.”181 For example, the plaintiff could have “lock[ed] the phone, set[] up a passcode, [or] us[ed] one of many downloadable applications that prevent pocket-dial calls.”182 The court even cited a magazine article that recommended self-help-style apps that reduce the risk of pocket dials.183

Huff illustrates how courts harness self-help’s preference signaling function to reduce the cost of discerning data’s value. Because the plaintiff failed to take self-help measures that would have protected his information, the Sixth Circuit was able to infer that his privacy interest was minimal.184 At the same time, by requiring that plaintiffs practice “simple and well-known measures” before resorting to ECPA, the Huff court conserved judicial resources.185 The bottom line is that, without ECPA’s self-help requirement, courts would need to wrestle with many more low-value cases than they do today.

C. ARTICLE III STANDING IN DATA BREACH CASES

To satisfy Article III’s standing requirement, plaintiffs must show an injury-in-fact that is “concrete and particularized” and “actual or imminent.”186 In recent years, courts have struggled to apply this standard to data breach

---

178. 18 U.S.C. § 2510(2) (defining an “oral communication”).
181. Id. at 552. The Sixth Circuit determined that the Chairman’s wife, Bertha Huff, may have had a viable ECPA claim. See id. at 554.
182. Id. at 552.
184. See id.
185. Id.
claims. During a breach, hackers gain access to consumer data but do not inevitably use that data in ways that harm consumers. Thus, whether a given data breach threatens “imminent” injury is not always apparent.\footnote{Beck v. McDonald, 848 F.3d 262, 274 (4th Cir. 2017).}

Although not dispositive on its own, self-help assists courts in determining whether a data breach creates sufficient risk to satisfy Article III standing. In\footnote{See Remijas v. Neiman Marcus Group, LLC, 794 F.3d 688, 694 (7th Cir. 2015).} Remijas v. Neiman Marcus, for instance, the Seventh Circuit confronted a breach of a major retailer’s customer records.\footnote{Id. (“It is telling in this connection that Neiman Marcus offered one year of credit monitoring and identity-theft protection . . ..”).} The retailer confirmed that a breach had occurred, acknowledged the risk, and even recommended that customers implement credit monitoring.\footnote{Id.} In those circumstances, the court reasoned that “[a]n affected customer, having been notified by Neiman Marcus that her card is at risk, might think it necessary to subscribe to a service that offers monthly credit monitoring.”\footnote{Id.} Because many consumers did engage in self-help, and because those decisions were reasonable, the Seventh Circuit determined that the risk of harm was sufficient to support standing under Article III.\footnote{The Seventh Circuit is not alone in harnessing self-help to decide whether plaintiffs in data breach cases have demonstrated standing. See, e.g., Galaria v. Nationwide Mut. Ins. Co., 663 F. App’x 384, 388 (6th Cir. 2016).}

As Neiman Marcus illustrates, consumers’ self-help decisions provide a shortcut to gauge the threat posed by a given data breach. If few members of a putative class practice credit monitoring or other self-help strategies, it is unlikely that they see the breach as a substantial threat. But if many class members embrace those strategies, then the “risk of harm” may be “sufficiently substantial” to establish standing.\footnote{Id.} In this way, self-help enables courts to focus their resources on the data breaches that pose the greatest risk.\footnote{An analysis of the risk posed by a data breach remains relevant even after the Supreme Court’s decision in TransUnion LLC v. Ramirez, 141 S. Ct. 2190 (2021). TransUnion observes that a “mere risk of future harm” does not establish Article III standing when a plaintiff seeks damages. \textit{Id.} at 2211. But the decision makes clear that “a person exposed to a risk of future harm may pursue forward-looking, injunctive relief.” \textit{Id.} at 2210.}

D. PRIVACY TORTS

Thanks to Samuel Warren and Louis Brandeis’s famous law review article, \textit{The Right to Privacy}, most states recognize privacy-related torts.\footnote{See Samuel D. Warren & Louis D. Brandeis, \textit{The Right to Privacy}, 4 HARV. L. REV. 193, 219 (1890).} To adjudicate
those claims, courts usually must decide whether a given piece of information is sufficiently “private” to merit protection. Though courts examine many factors in this analysis, the outcome often turns on whether the plaintiff engaged in self-help to conceal, obscure, or monitor her data.

Take the public disclosure of private facts tort. To prevail on such a claim, a plaintiff must show that the defendant gave “publicity to matters concerning the private, as distinguished from the public, life of the individual.” This element “seeks to differentiate between those facts whose disclosure promotes intimacy and those whose disclosure does not.”

Generally, courts sort private facts from public ones by asking whether the plaintiff engaged in self-help. Consistent with that approach, courts recognize “no liability for giving further publicity to what the plaintiff himself leaves open to the public eye.”

For example, in Gill v. Hearst Publishing Co., a couple objected to the dissemination of a photograph that showed them “seated in an affectionate pose” in a restaurant. But the couple did nothing to block the camera’s view or to discourage the photographer. The court therefore rejected the couple’s claim, emphasizing that the picture “was not surreptitiously snapped . . . but rather was taken of plaintiffs in a pose voluntarily assumed in a public market place.” By displaying their affection where other people could observe them, the plaintiffs signaled that their information was not sensitive enough to warrant judicial protection.

Just like the doctrines described above, privacy torts harness self-help. To distinguish private and public information, courts must make difficult decisions about what data deserves protection. Self-help offers a way out. By honoring consumers’ self-help choices, courts allow individuals to decide which data to protect for themselves.
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E. DATA BREACH NOTIFICATION STATUTES

Today, a significant number of U.S. states have enacted legislation requiring firms to notify affected consumers about data breaches. In general, these statutes specify which incidents require notification and prescribe the content of those communications. Such statutes serve many purposes, from “imposing a reputational sanction on breached entities” to creating a private right of action for consumers.

But the primary goal of notification laws is to encourage consumers to practice self-help. Consider California’s statute, which has emerged as a model for other states. As the state’s Office of Privacy Protection explains, mandatory notifications are “intended to give individuals early warning when their personal information has fallen into the hands of an unauthorized person, so that they can take steps to protect themselves.” To that end, California requires that notification letters specifically tell consumers about “What [They] Can Do” to mitigate risks. The premise is that, if notification letters prompt consumers to practice self-help, there will be less demand for the involvement of state or federal regulators. Like the doctrines introduced above, data breach notification statutes use self-help to preserve regulators’ resources.

In sum, privacy law depends on self-help to solve two of its most pressing problems. First, self-help’s preference signaling function helps adjudicators discern whether a given piece of data deserves protection. By honoring consumers’ self-help choices, courts and regulators empower individuals to decide what data to protect for themselves. Second, self-help’s resource conserving function filters out the many low-value privacy disputes that might otherwise overwhelm the legal system. In doing so, self-help enables adjudicators to concentrate their limited resources on the most serious privacy threats.

In the future, self-help’s preference signaling and resource conserving functions may grow even more essential. According to one estimate, modern
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society “create[s] as much information in two days . . . as we did from the dawn of man through 2003.” 209 The more data consumers create, the more often that adjudicators will need to decide what to protect. For that reason, reliance on self-help is likely to remain a common feature of privacy doctrines. Turning from the descriptive to the normative, the remainder of this Article asks how the law should respond to privacy self-help.

V. THE CASE FOR COMPLEMENTING SELF-HELP

Courts and regulators can respond to self-help in one of two ways. The first option is to develop legal remedies that substitute for self-help. The second option is to complement self-help by addressing the information asymmetries that undermine it.

The conventional wisdom endorses the first approach. In this view, privacy law and self-help are substitutes. As Douglas Lichtman maintains, “privacy law might be explained simply on the notion that the law obviates the need for costly self-help measures.” 210 Along the same lines, Woodrow Hartzog and Neil Richards posit that “first-best privacy [s]hould be promoted through law rather than self-help.” 211 Channeling Annie Oakley, the traditional view is that anything self-help can do, law can do better.

But the conventional wisdom misses the mark. As an initial matter, it is far from obvious that legislators could devise legal remedies that are sufficiently low-cost such that they present consumers with a meaningful alternative to self-help. For the most part, self-help and legal remedies specialize in different types of privacy risks: self-help enables consumers to vindicate their preferences quickly and cheaply, while litigation addresses persistent, systemic risks. Even in the best of circumstances, bringing a privacy-related lawsuit costs money, takes many months or even years, and yields uncertain results. By contrast, most of the self-help techniques surveyed in Part II promise instant results at almost no expense. Under those circumstances, it is difficult to see how even the most potent privacy legislation could convince consumers to abandon self-help.

And even if policymakers could achieve that improbable result, it would produce unexpected—and unwelcome—consequences. As Part IV explained, privacy law has come to rely on self-help’s preference signaling and resource
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conserving functions. Displacing self-help would disable the many doctrines that depend on those functions.

Compared with the conventional wisdom, complementing self-help has many virtues. By arming data subjects with intelligence about self-help, this approach empowers them to select successful strategies and sidestep self-defeating ones. By diminishing the asymmetries that distort consumers’ self-help decisions, this approach supports the doctrines that rely on those decisions to discover data’s value. And by repurposing familiar tools, this approach avoids the costs associated with formulating new legal rules.

Above all, complementing self-help makes the most of regulators’ limited resources. Thanks to self-help’s popularity, even small decreases in information asymmetries may translate into big improvements in consumers’ ability to manage privacy risks. That means that complementing self-help is a promising tool to promote privacy that has been overlooked for too long.

A. How Law Can Complement Self-Help

Just as law depends on self-help, self-help also depends on law. This Section identifies three ways that courts and regulators can reduce the information asymmetries that undermine self-help: (1) revisiting generally applicable laws, (2) extracting intelligence about self-help from data processing firms, and (3) disrupting invisible arms races that perpetuate asymmetries.

1. Revisiting Generally Applicable Laws That Exacerbate Asymmetries

On a regular basis, privacy and security researchers shed light on self-help. For example, computer scientists have called attention to the security-privacy tradeoffs associated with VPNs. In a similar vein, experts recently revealed that firms track users’ devices in an attempt to circumvent concealment strategies. By identifying the strategies and circumstances that
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produce unforeseen harms, this sort of research reduces the information asymmetries that plague self-help.

But many generally applicable laws discourage this vital research. Commercial contracts prevent data brokers from sharing their clients’ secrets, non-disclosure agreements stop employees at data processing firms from speaking with researchers, and trade secret law shields details about new surveillance technologies. Though these generally applicable laws serve important functions, they have the unfortunate side effect of exacerbating the information asymmetries that plague self-help.

The Computer Fraud and Abuse Act (CFAA) may be the worst offender. That Act establishes criminal and civil penalties for individuals that access a computer “without authorization” or who “exceed[ ] authorized access.” In interpreting the CFAA, “most courts . . . have held that a conscious violation of a website’s terms of service/use will render the access unauthorized and/or cause it to exceed authorization.” In practice, terms of service usually forbid activities—such as creating fake accounts or engaging in automated monitoring—that scientists use to gather intelligence about self-help. So, by criminalizing terms of service violations, the CFAA inadvertently discourages research that sheds light on self-help’s unintended consequences.

This is not a theoretical concern. Consider Sandvig v. Sessions, where scientists petitioned the court to issue a declaratory injunction shielding them from CFAA liability. In Sandvig, the plaintiffs’ proposed project would have studied employment discrimination, not privacy self-help. But the scientists planned to use the same methods as privacy and security researchers, such as
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“misrepresenting their identities to target websites” and “[s]craping data.” In the end, the District Court concluded that “it would be credible [for researchers] to fear a future [CFAA] prosecution” for engaging in those activities.

There is no doubt that the CFAA discourages research on privacy self-help. For example, take the “Persons You May Know (PYMK) Inspector,” an app that helps users monitor how Facebook collects data and circumvents self-help. As the app’s developers explain, “Facebook won’t discuss the input it uses, [so] the alternative is to study the output it produces: to track your friend suggestions and see how they change from day to day.”

Soon after the researchers released the app, “a Facebook spokesperson . . . told [them] that the tool violated Facebook’s terms of service.” Threatened with liability under the CFAA, the researchers reluctantly agreed to modify the tool. As this example illustrates, the Act chills research that could provide consumers with intelligence about self-help strategies and firms’ responses to them.

But while the CFAA currently amplifies information asymmetries, it need not do so. Fortunately, legislative action is not necessary to fix the problem. Indeed, it would be easy for courts and regulators to ensure that the CFAA does not chill privacy and security research. First, courts should read the CFAA not to criminalize violations of a website’s terms of service. Rather, liability should only attach to defendants who undertake code-based hacking, a
conclusion that the Second and Fourth Circuits already embrace. Second, prosecutors should promise not to bring charges against privacy and security researchers. The Department of Justice (DOJ) has already taken a step in this direction. In 2014, it released an “Intake and Charging Policy for Computer Crime Matters” that instructs prosecutors to consider “[t]he extent to which the activity was in furtherance of a larger criminal endeavor or posed a risk of bodily harm.”

Of course, creating a safe harbor in the CFAA is just one example of how revisiting generally applicable laws can complement self-help. Other doctrines, including the Digital Millennium Copyright Act, are also interpreted and enforced in ways that discourage privacy and security research. By establishing safe harbors in such laws, policymakers can promote research that provides consumers with vital information about self-help.

2. Extracting Intelligence from Data Processing Firms

Another way for courts and regulators to reduce information asymmetries is by encouraging data processing firms—the institutions that know the most about self-help—to share that intelligence with consumers. This approach does not require policymakers to develop new statutes or promulgate new rules. Instead, regulators already have access to an array of familiar tools that are designed to encourage disclosure.

Most important, the FTC has statutory authority to monitor data processing firms. In establishing the Commission, Congress gave it “[t]he power . . . to gather and compile information concerning, and to investigate from time to time the organization, business, conduct, practices,
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232. See, e.g., SCHNEIER, supra note 127, at 41 (explaining how the Digital Millennium Copyright Act discourages security research and proposing improvements).

and management of any...corporation engaged in...commerce.”\textsuperscript{234} Also, Congress “empowered [the FTC] to make public the information obtained, except trade secrets and names of customers.”\textsuperscript{235} As scholars of consumer protection law observe, agency monitoring powers of this kind are ideally suited to address “information asymmetries.”\textsuperscript{236}

But the Commission rarely employs its monitoring authority to protect consumer privacy.\textsuperscript{237} Instead, the FTC “decides whether to open an investigation by relying mostly on publicly available information and consumer complaints.”\textsuperscript{238} That information comes from “industry conferences, online consumer complaints, or litigators watching television in search of deceptive ads.”\textsuperscript{239} So, despite the agency’s extensive monitoring powers, FTC investigators may suffer from the same information asymmetries as the consumers they protect.

By activating its dormant monitoring authority, the FTC could level the informational playing field. For example, the agency might decide to investigate the secretive data broker industry.\textsuperscript{240} Through its monitoring authority, the Commission could identify “specific sources of [broker] data” and “the [firms] who purchase it.”\textsuperscript{241} At best, publishing that information would discourage firms from dealing with brokers in the first place. At a minimum, consumers would know not to rely on self-help when transacting with firms that buy data from brokers.

This is not to say that the FTC needs to limit its monitoring activities to data brokers. The Commission could also gather intelligence about firms’ security measures, educating users about which self-help strategies disrupt those systems.\textsuperscript{242} Or the FTC could study the circumstances in which missing data enables firms to draw negative inferences.\textsuperscript{243} The bottom line is that by engaging its pre-existing monitoring powers, the FTC can equip data subjects with intelligence about which self-help strategies succeed and when.

\textsuperscript{234}. 15 U.S.C. § 46(a) (West 2006); see also Kenneth Culp Davis, \textit{The Administrative Power of Investigation}, 56 Yale L.J. 1111, 1118 (1947) (describing the history of this provision).
\textsuperscript{235}. \textit{Id.}; see also 15 U.S.C. § 46(f).
\textsuperscript{237}. Rory Van Loo, \textit{Helping Buyers Beware: The Need for Supervision of Big Retail}, 163 U. PA. L. REV. 1311, 1379 (2015) (“[U]nlike financial regulators, the FTC does not exercise these powers.”).
\textsuperscript{238}. \textit{Id.} at 1380.
\textsuperscript{239}. Van Loo, supra note 236, at 411.
\textsuperscript{240}. \textit{See supra} Part III.C.2.
\textsuperscript{241}. \textit{See A REVIEW OF THE DATA BROKER INDUSTRY, supra note 161, at iii.}
\textsuperscript{242}. \textit{See supra} Part III.B.2.
\textsuperscript{243}. \textit{See supra} Part III.A.2.
3. Disrupting Invisible Arms Races

When data subjects practice self-help, firms respond in kind, sparking arms races. Unsurprisingly, firms prefer to undermine self-help with strategies—such as data brokers and surveillance technologies—that consumers cannot detect. Unaware of these hidden counterattacks, data subjects fail to adopt alternative strategies that could better protect their data.

Though regulators cannot prevent all arms races, they can ensure that when firms counterattack, they do so openly. To disrupt invisible arms races, the FTC has a powerful tool at its disposal: the authority to block unfair practices. The agency’s three-part unfairness test requires: (1) a “substantial injury to consumers,” (2) “which is not reasonably avoidable by consumers themselves,” and (3) is “not outweighed by countervailing benefits.” As it turns out, most invisible arms races satisfy all three of those elements.

First, counterattacks that undo self-help generally cause “substantial injury” to data subjects. The reason is that consumers usually use self-help to safeguard data they consider sensitive. Second, when consumers cannot detect firms’ responses to self-help, the harm is—almost by definition—not “reasonably avoidable.” After all, the purpose of hidden surveillance technologies and undisclosed data broker agreements is to prevent consumers from avoiding them. Finally, counterattacks typically lack countervailing consumer benefits. At a minimum, this element requires firms to explain why invisible arms races benefit consumers—and many practices will be difficult to justify.

To see how unfairness claims can complement self-help, consider the Commission’s complaint against DesignerWare, “a company that licensed software to rent-to-own stores to help them track and recover rented computers.” Unbeknownst to users, DesignerWare’s software, called PC

---

244. See supra Part III.C.
245. Because more than forty states have passed consumer protection laws modeled on the FTC Act, state regulators have the ability to bring unfairness claims as well. See John A. Rothchild, Against Notice and Choice: The Manifest Failure of the Proceduralist Paradigm to Protect Privacy Online (or Anywhere Else), 66 CLEV. ST. L. REV. 559, 638–39 (2018) (“Some but not all of these state laws are interpreted according to the FTC’s unfairness standard.”).
247. Id.
248. As noted above, some legal doctrines adopt that presumption explicitly. See, e.g., supra Part IV.A–B.
250. See supra Part III.C.
Rental Agent, “log[ged] key strokes, capture[d] screen shots and t[ook] photographs using a computer’s webcam.”252 By hiding these surveillance tools, DesignerWare ensured that consumers could not engage in self-help to defeat them. As the FTC cautioned, “[c]onsumers cannot reasonably avoid [the harms stemming from data collection] because PC Rental Agent is invisible to them.”253 Soon after the FTC filed suit, DesignerWare agreed to stop selling its tracking software.254

Despite the benefits of shutting down invisible arms races, however, the FTC rarely does so.255 One explanation is that the agency’s unfairness authority may rest on a shaky foundation. For years, critics have complained that unfairness authority is so broad that regulated entities lack notice about what conduct counts as unfair.256 Validating those concerns, the Eleventh Circuit recently held that FTC remedial orders in unfairness cases must direct defendants “to stop committing a specific act or practice.”257

But when unfairness claims target invisible arms races, concerns about specificity and notice lose much of their force. Regarding specificity, when a firm employs a surveillance technology to circumvent self-help, the natural response is for the FTC to forbid that “specific . . . practice.”258 As for notice, after DesignerWare, firms are on notice that invisible arms races may give rise to unfairness claims.259 So, even if some unfairness claims raise concerns about notice and specificity, claims that target invisible arms races do not. By

252. Id.


254. See FTC Halts Computer Spying, supra note 251 (outlining the terms of the proposed settlement orders).


258. Id. at 1233.

259. See Complaint, supra note 253, at 5 (emphasis added).
stepping up unfairness enforcement, regulators can help data subjects figure out which strategies fall victim to arms races and which do not.

This Article began by asking how the law should respond to self-help. The conventional wisdom, which favors displacing self-help, fails to recognize that many privacy doctrines depend on it. Complementing self-help holds more promise. By disseminating intelligence about self-help, courts and regulators increase the odds that consumers will embrace proven practices while avoiding unreliable ones.

B. COMPLICATIONS

This Section acknowledges three objections that complicate the case for complementing self-help. The first objection contends that facilitating self-help is not feasible, while the second and third posit that it is not desirable. Though none of these objections are fatal, they underscore that self-help is an imperfect tool for advancing consumer privacy. Even if courts and regulators eliminate information asymmetries, they cannot transform self-help into a cure for every privacy problem. So, while policymakers should devote more resources to supporting self-help than they do today, legal remedies and market activity will remain essential tools for protecting personal data.

1. The Gap Between Information and Action

The interventions introduced above assume that consumers will act on the intelligence that regulators and researchers disseminate. But disclosures do not always influence consumer behavior. As quantitative research attests, data subjects rarely review or understand privacy policies. Should consumers ignore intelligence about self-help, they may continue to practice strategies that backfire. A related problem is that educated, wealthy consumers may be better equipped to implement effective self-help strategies. See generally Mary Madden, Privacy, Security, and Digital Inequality: How Technology Experiences and Resources Vary by Socioeconomic Status, Race, and Ethnicity, DATA & SOC'Y. (Sept. 27, 2017), https://datasociety.net/pubs/prv/DataAndSociety_PrivacySecurityandDigitalInequality.pdf. That raises a real concern that the availability of self-help may exacerbate distributional differences in access to privacy. At the same, other privacy protection mechanisms—such as class-action lawsuits—may well suffer from similar problems, so the broader distributional effects of complementing self-help remain far from clear.
Of course, empirical evidence is the only way to conclusively determine the extent to which data subjects act on intelligence about self-help. That said, consumers are far more likely to read and apply intelligence about self-help than other privacy information. Privacy policies, after all, supply information that is unimportant to most readers. By contrast, data subjects only practice self-help when they believe that a given piece of data is worth protecting. For this reason, consumers may be particularly likely to pay attention to—and act on—intelligence about which self-help strategies succeed and which fail.

2. The Social Costs of Self-Help

It is no secret that some self-help strategies inflict social costs. To take one example, Facebook users who create “many false and implausible life events on their profiles . . . might confuse networked connections.” In turn, that may lead to lost friendships, or, at a minimum, wasted time. Worse still, self-help may deprive firms of data that ultimately benefits consumers.

And, while complementing self-help does not raise social costs itself, it does not reduce them either. That is because individuals generally overlook social costs when making decisions. So, even if consumers enjoy perfect information about such costs, they may still decide to pursue strategies that inflict them. Thus, if the magnitude of social costs is large, self-help may cause serious problems that the interventions introduced above do nothing to solve.

Two considerations mitigate this concern. First, many popular self-help strategies do not impose social costs. For instance, while taping over laptop cameras creates some private costs—no one wants sticky camera lenses—it has no obvious social costs. To the contrary, if installing camera covers inspires other consumers to do the same, it may generate social benefits. Second, while some unusual techniques inflict substantial social costs, existing legal doctrines generally deter those techniques. If, for example, an individual hacks into a
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262. One possibility is that behavioral biases will prevent consumers from acting. See, e.g., Solove, supra note 27, at 1883–88 (examining how cognitive biases interfere with individuals’ privacy decision-making); Sasha Romanosky & Alessandro Acquisti, Privacy Costs and Personal Data Protection: Economic and Legal Perspectives, 24 BERKELEY TECH. L.J. 1061, 1096 (2009) (“[R]esearch in behavioral economics and behavioral decision making [sic] provides ample evidence that consumers are unable to conceive of all possible outcomes and risks of data disclosures.”).

263. See RICHARDS & HARTZOG, supra note 11, at 1207–08 (raising the issue of social costs in the context of obfuscation strategies).

264. Id.

265. See, e.g., Carl J. Dahlman, The Problem of Externality, 22 J.L. & ECON. 141, 141 (1979) (“[W]e say that when an externality is present there is a divergence between private and social cost.”).
firm’s network as a form of self-help, that firm can bring a civil claim or even press criminal charges.266

So, for the most part, self-help strategies either do not impose substantial social costs or are adequately deterred by existing criminal and civil penalties. To the extent that some strategies inflict social costs without triggering liability, new legal remedies may be necessary to discourage those strategies or mitigate their effects. Thus, while courts and regulators generally should facilitate self-help, it may sometimes be necessary to displace particularly wasteful strategies.

3. The Market Alternative to Self-Help

In a competitive market, consumers need not resort to self-help to protect their interests. Instead, they can exit, taking their business—and their data—to another firm. In this way, market activity replicates self-help’s ability to express individual preferences and to do so cheaply. At the same time, market activity encourages firms to compete by enhancing privacy features.267 So, when exit is an option, self-help may be a second-best solution.

As a result, it is tempting to conclude that the law should ignore self-help and instead encourage consumers to manage privacy risks through market activity. But data subjects routinely encounter problems that exit cannot solve. For one thing, some platforms may be so ubiquitous that consumers cannot disentangle themselves without incurring substantial costs.268 For another thing, markets do not always permit consumers to address granular privacy risks. Recall, for instance, the Pew interviewee who revealed most personal data but concealed her birthday.269 Even firms that tout dashboards that

---

266. For example, in one case, a group of individuals allegedly created thousands of fake accounts on LinkedIn, degrading the value of that social network. In response, LinkedIn brought a variety of federal and state law claims, including some under the CFAA. See Complaint, LinkedIn Corp. v Does, No. 5:15-cv-04463, (N.D. Cal. Aug. 8, 2016), https://digitalcommons.law.scu.edu/cgi/viewcontent.cgi?article=2261&context=historical.

267. See Frank Pasquale, Privacy, Antitrust, and Power, 20 GEO. MASON L. REV. 1009, 1009 (2013) (“Within a neoclassical economic framework, the relationship between Internet privacy and competition is direct and positive.”).


purportedly give users control over their data\textsuperscript{270} rarely permit such granular choices.\textsuperscript{271}

Because markets cannot solve every problem that consumers encounter, self-help is likely to remain a popular tool to protect privacy. So, while courts and regulators should facilitate competitive markets, they must also complement self-help.

\section*{VI. CONCLUSION}

Today, privacy self-help is endorsed by journalists, championed by advocates, and embraced by consumers. Too often, however, self-help exposes the data that it promises to protect. In an ideal world, consumers would avoid strategies that backfire and adopt ones that succeed. But information asymmetries prevent data subjects from discovering which strategies and circumstances produce unforeseen harms.

While displacing self-help falls short because it disrupts existing doctrines, complementing self-help succeeds because it works with them. This approach preserves individuals' ability to decide what data deserves protection, strengthens the many doctrines that depend on self-help, and harnesses familiar regulatory tools. Ultimately, complementing self-help promises to transform a popular but unreliable practice into a potent weapon in the hands of millions of consumers.


\textsuperscript{271} See Fred Stutzman, Ralph Gross & Alessandro Acquisti, \textit{The Silent Listeners: The Evolution of Privacy and Disclosure on Facebook}, \textit{4 J. PRIV. & CONFIDENTIALITY} 7, 23 (2012) ("Choosing Facebook privacy settings to correctly match one’s preferences can be difficult.").
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I. INTRODUCTION

In March 2019, Spotify filed an antitrust complaint with the European Commission alleging that Apple’s various tactics to impair competitors on Apple devices such as the iPhone violated European competition law. Spotify argued that Apple gave its Apple Music streaming service unfair advantages over rivals including Spotify through Apple’s control of its App Store. Apple’s rules “purposely limit[ed] choice and stifle[ed] innovation at the expense of the user experience—essentially acting as both a player and referee to deliberately disadvantage other app developers,” wrote Spotify CEO Daniel Ek.

Spotify’s complaint against Apple came at a time when big technology companies were also under increasing scrutiny in the United States due to their growing dominance. Just days before Spotify announced its legal battle against Apple, Senator Elizabeth Warren published her ambitious plan to break up U.S. tech giants. Later in 2019, both the Department of Justice (DOJ) and the Federal Trade Commission (FTC)—America’s two federal agencies enforcing antitrust law—as well as the House Antitrust Subcommittee, launched broad investigations into potential anticompetitive practices of Google, Apple, Facebook, and Amazon (collectively, “GAFA”). Earlier, the Supreme Court

---


2. Id.


approved a group of iPhone consumers’ legal standing to sue Apple for its anticompetitive practices.\(^5\) Epic Games, distributor of one of the most popular applications (“apps”) on iPhone, filed a lawsuit challenging Apple’s allegedly anticompetitive practices in August 2020; similar actions by other third-party developers against Apple are also going through the courts.\(^6\) Apple represents a particularly interesting example of tech platform dominance. While all of GAFA command enormous size and profitability, Apple controls a critical gateway to the modern digital economy on which all the other tech giants sit: the iPhone mobile platform. Although Google’s Android provides limited competition, the iPhone mobile platform’s dominant position in capturing mobile revenue means that most of the mobile economy’s innovations happen first, if not exclusively, on the iPhone.\(^7\) Apple’s control over the App Store, where all iPhone apps such as Spotify are distributed, thus gives it extraordinary power to dictate the terms of the digital economy.

To say Apple’s iPhone has been a blockbuster success is a gross understatement. Apple has sold more than 1.4 billion iPhones since it introduced the device in 2007, reaching about a quarter of the world population.\(^8\) According to long-time Apple analyst Ben Thompson, the iPhone may have been “the most successful product of all time.”\(^9\) The iPhone’s success has given rise to a vibrant app ecosystem. Its App Store hosts over two million apps and 20 million registered developers and generates $50 billion in

---

\(^5\) Apple Inc. v. Pepper, 139 S. Ct. 1514 (2019).


\(^7\) See infra Section IV.A.


Apples mobile platform dominance

These apps have “ignited a cultural, social and economic phenomenon that changed how people work, play, meet, travel and so much more” according to Apple.11

Apple’s increasing abuse of its dominance, however, threatens to enfeeble this vibrant market as it leverages its control over a mobile economy bottleneck to extract rent and tilt the app market in its favor. In the ostensible U.S. mobile platform duopoly between Apple’s iOS and Google’s Android, significant differentiation has already reduced head-to-head competition: Apple emphasizes privacy, security, and user experience while Google offers lower price points at the expense of monetizing user attention.12 The strength of Apple’s ecosystem further gives the iPhone maker de facto monopoly power: Apple holds 71% of the mobile app platform market by revenue; iPhone users’ switching costs are over 50 times higher than a 5% app price increase; and Apple has been able to raise iPhone prices by 33% without losing sales.13

Thanks to Apple’s control of iOS and the App Store, the only place iPhone users can legally download apps, the company is able to mandate all third-party in-app purchases of digital goods to go through its payment system and charge a 30% tax on all these transactions.14 This “Apple tax” extracts extra profits from users already paying for an expensive phone, even as it leads to higher app prices and reduced innovation in an increasingly important mobile economy.15

Moreover, Apple has disadvantaged rivals and favored its own apps by blocking certain rivals entirely, downgrading competitors’ discovery and

13. See infra Part IV.
14. See infra Part V. As of the last substantive update of this Note but after the writing of its substantially completed manuscript, Apple announced that it would reduce its tax rate to 15% for developers earning less than $1 million per year starting January 1, 2021. See Jack Nicas, Apple Halves Its App Store Fee for the Smaller Companies, N.Y. Times (Nov. 18, 2020), https://www.nytimes.com/2020/11/18/technology/apple-app-store-fee.html. Although a welcome change, this move will affect only 5% of Apple’s App Store revenue and thus does not make a significant difference to Apple’s policy overall. See id.
15. Id.
promotions, and limiting others’ access to key iPhone features, in some cases right after copying their apps.\textsuperscript{16} As Apple aggressively pushes into services, rival apps face growing risks of distorted competition. Since around 2016, Apple’s business model has gradually shifted from primarily making and selling smartphone hardware towards relying more on the services iPhone users consume.\textsuperscript{17} It has launched video streaming, news, and video-game subscriptions and piloted its own mobile payment and music apps.\textsuperscript{18} Apple’s services revenue has more than quadrupled in absolute terms over the past decade to over $50 billion annually, now representing 22.8\% of Apple’s total sales from 8.3\% in 2011.\textsuperscript{19} It is also a much more profitable segment with a 65.4\% gross margin, more than doubling the hardware products’ 30.3\% margin.\textsuperscript{20} As Apple increasingly relies on its services revenue and more frequently attempts to tilt the mobile platform playing field to protect this cash cow, the threat from its exclusionary, self-preferencing conduct looms larger than ever. In conjunction with the discriminatory\textsuperscript{21} application of its 30\% tax, Apple’s conduct not only harms competition on the iOS platform but also weakens major multihoming apps such as Spotify who are critical to competition between mobile platforms. Apple’s conduct further deters the rise

\textsuperscript{16} See infra Section VI.A.

\textsuperscript{17} See Ben Thompson, The iPhone and Apple’s Services Strategy, STRATECHERY (Sept. 11, 2019), https://stratechery.com/2019/the-iphone-and-apples-services-strategy.


\textsuperscript{21} Apple’s apps are not subject to the 30\% cost disadvantage. See infra Section VI.A.III.
of future platforms, an effect reminiscent of Microsoft’s exclusion of Netscape to preserve its Windows monopoly.22

Apple’s practices violate antitrust law as they damage competition and consumer welfare, the promotion of which are key objectives of the Sherman Act.23 Apple’s story is also a case study of how a platform can stand as a gatekeeper between hundreds of millions of consumers and small businesses, while garnering immense power by purposefully building a walled garden that platform participants cannot escape due to their resource limitations.24 This story provides important lessons for governing all tech platforms. In particular, the vast scope and magnitude of potential and actual abuse of platform dominance in a world of ubiquitous multilayered dynamic networks, as Apple’s example reveals,25 ought to ring the alarm bell for anyone concerned with consumer welfare.

However, current judicial doctrines governing antitrust law present significant obstacles to enforcement against tech platforms’ abuse of dominance. Influenced by traditional antitrust thinking dominated by what is known as the Chicago School, courts today espouse an overly benign view of dominant firm behavior that takes too lightly the risk of leveraging dominance in adjacent markets and denying competitors reasonable access to essential services.26 These judicial doctrines limit the viability of antitrust lawsuits against tech giants, even when they are abusing their dominance to extract monopoly rents at the expense of competition and innovation.

This Note makes the antitrust case against Apple, investigates how the rise of consumer platforms like Apple poses critical challenges to the U.S. regime of competition law and policy, and calls for a rethinking of the antitrust toolbox. It proceeds in seven parts. Part II exposes the doctrinal inadequacies of current U.S. monopoly law. Part III explores the main features of the modern consumer platform economy. Part IV frames the impact of these features in antitrust terms to show Apple’s market power and dominance. Part V analyzes Apple’s illegal tying arrangement regarding its in-app purchase system. Part VI shows how Apple prolongs and expands its monopoly over the smartphone platform market. Part VII refutes claimed efficiency justifications for Apple’s conduct. Part VIII concludes with suggestions for reforming antitrust doctrines and reprioritizing enforcement strategies for the twenty-first century.

22. See infra Section VI.C.
23. See infra Parts V–VI.
24. See infra Sections III.A–C.
25. See infra Sections III.D, VI.A.
26. See infra Part II.
Tech platforms have played a key role in driving innovations for the modern consumer economy, but they are now increasingly becoming obstacles. To build a future of fair competition and protect consumer welfare, antitrust law is in urgent need of transformative rethinking.

II. THE MYTHICAL BENIGN MONOPOLIST

Traditional antitrust thinking in the United States has been built on the back of an enterprise-facing manufacturing economy. Leading theorists of the Chicago School, the most influential school of thought in U.S. antitrust law, developed their expertise by analyzing big manufacturers. As a result, a set of economic assumptions rooted in the industrial economy have become entrenched in the current antitrust thinking that do not fit the modern consumer platform economy.

In particular, traditional antitrust theories often assume rationality, market efficiency, and lack of barriers to entry because proponents of these theories tend to focus on sophisticated firms of similar power in a world with rare network effects. For example, Robert Bork’s hugely influential book *The Antitrust Paradox*, the poster child of the Chicago School, routinely mentions rational and efficient economic models involving a “widget manufacturer” in a market of “100 firms of equal size” selling to “1,000 well-informed purchasers.” Bork also sneers at the idea of entry barriers, calling them “ghosts” that “do not exist.” These assumptions have resulted in an overly benign view of dominant firms as ones that only exist because of efficiencies from scale, ones that are always at risk of being toppled by would-be competitors—a view inconsistent with today’s increasing concentration of tech giants who maintain dominance despite their serious problems.

---


31. Id. at 310.


33. See GEORGE J. STIGLER CTR. FOR THE STUDY OF THE ECON. & THE STATE, COMMITTEE FOR THE STUDY OF DIGITAL PLATFORMS MARKET STRUCTURE AND ANTITRUST
Under this sanguine view, business efficiencies rather than monopoly profits motivate monopolists to expand into adjacent markets.34 Often known as the “one monopoly profit” theory, it argues that unless the monopolist’s leveraging is efficient, it cannot extract additional profit from a second market as buyers pay for the two products as a package.35 Buyers will consume less of the package if the second product gets more expensive because of the leveraging. The monopolist will thus not be able to increase its profit and hurt competition under the theory unless it can save costs and sell the second product more cheaply than competitors, in which case it is not an antitrust problem.

Heavily influenced by the Chicago School, current antitrust doctrines construe monopoly leveraging and refusal to deal—two important categories of monopolistic exclusionary conduct—too narrowly, often leaving damaging anticompetitive practices untouched. Courts today thus frequently attack monopolization claims with these assumptions of yesteryear.

Under *Verizon Communications v. Law Offices of Curtis V. Trinko, LLP*, the most recent Supreme Court case on leveraging, the use of monopoly power in one market to acquire competitive advantage in another must either meet the standard of actually monopolizing or having “a dangerous probability of success” in monopolizing the second market in order to violate Section 2 of the Sherman Act.36 This formulation creates a high burden for showing monopoly leveraging in two ways. First, it leaves out monopoly leveraging without probable monopolization of the second market even when it is nonetheless significantly harmful (including monopoly leveraging into new dynamic network markets) as Sections V.B and VI.A-C will show. Second, it wrongfully excludes the defensive leveraging discussed in Section VI.C that prolongs monopoly in the primary market.

The Court’s demand for at least a dangerous probability of monopolization creates a practical requirement to define the relevant secondary market(s) affected by leveraging.37 Market definition is required to show alleged

---


monopolization under current antitrust doctrine. Such inquiries can be fact-intensive and costly even for cases involving merely one market, let alone the several if not dozens of markets often affected by monopoly platforms’ leveraging as Apple’s example in Section VI.A will show. Requiring market definition in this context can thus significantly dampen antitrust plaintiffs’ incentives and weaken their ability to bring suits against dominant platforms, despite the substantial anticompetitive harm caused by dominant platforms’ conduct. Economists and dissenting Justices on the Supreme Court have already pointed out that market definition in general is but an imprecise tool for helping to find anticompetitive harm and is thus unnecessary when there is proof of actual detrimental effects. To maintain such a superfluous but costly threshold for plaintiffs, in particular for leveraging claims involving multiple markets, would likely further give tech platforms significant leeway to abuse their dominance.

The Supreme Court’s undue skepticism springs from its concern that allowing monopoly leveraging as an independent claim of exclusionary conduct “might chill competition, rather than foster it.” Lower courts have shared this sentiment. The Seventh Circuit, for example, has stated that “[t]he problem with ‘monopoly leveraging’ as an antitrust theory is that the practice cannot increase a monopolist’s profits.” Both statements bear clear hallmarks of the Chicago School’s charitable view of monopolists, which this Note will show is misplaced. Courts’ outdated views threaten to leave anticompetitive conduct untouched, impacting hundreds of billions of economic activities on platforms such as Apple, Amazon, Google, and Facebook, to the detriment of consumers.

Like the leveraging doctrine, courts today strongly disfavor refusal to deal claims. Illegal refusal to deal occurs when a monopolist refuses to engage with customers, suppliers, or competitors or only offers very unreasonable terms, with the effect of excluding rivals from the market and thereby harming consumers. Although a common intuition is that firms should be free to

---

43. See HOVENKAMP, supra note 35, at 387–96.
choose with whom they want to deal, the Supreme Court itself has held that this “does not mean that the right is unqualified.” 44 Aspen Skiing Co. v. Aspen Highlands Skiing Corp., the beginning of modern refusal to deal cases, offers an example of how such conduct can be problematic. In that case, Skiing Co., a monopolist ski resort, suddenly ended a joint marketing program with a rival despite the arrangement’s long-standing history, which suggested the arrangement’s likely profitability. 46 Finding no valid business reason behind the abrupt change which sacrificed Skiing Co.’s profits, the Supreme Court concluded that it was used to exclude the competitor and therefore violated antitrust law for illegal monopolization. 47

Increasingly, however, courts recognize refusal to deal claims only in very limited circumstances after the Supreme Court’s decision in Trinko. 48 In that case, the Court also pondered over a refusal to deal claim and announced a general right for a firm “freely to exercise [its] own independent discretion as to parties with whom [it] will deal,” casting doubt on the “uncertain virtue of forced sharing” and focusing on “the difficulty of identifying and remediying anticompetitive conduct by a single firm.” 49 The Trinko Court severely curtailed Aspen Skiing: it placed the case “at or near the outer boundary of § 2 liability” and emphasized the importance of showing the end of a prior course of dealing contrary to a firm’s short-term profitability in Aspen. 50 As the Eleventh Circuit has observed, “Trinko now effectively makes the unilateral termination of a voluntary course of dealing a requirement for a valid refusal-to-deal claim.” 51 Such a narrow interpretation of the doctrine focuses on but one instance of harmful refusal to deal, missing the broader underlying principle of Aspen against anticompetitive exclusionary conduct. As the rest of the Note will show, this narrow view again ignores the risks of tech platforms’ denial of service. These risks stem from both tech platforms’ importance as today’s digital infrastructure, upon which economic activities worth hundreds of billions of dollars rely, and the kind of installed-base opportunism in which entrenched platforms can engage.

The remaining Parts of the Note highlight the problem with courts’ narrow interpretation of monopolization by studying how the new market dynamics

45. Id.
46. See id. at 587–95.
47. See id. at 608–11.
49. Id. at 408.
50. Id. at 410.
51. Covad Commc’ns Co. v. BellSouth Corp., 374 F.3d 1044, 1049 (11th Cir. 2004).
of the consumer platform economy upend traditional antitrust assumptions. Then the Note demonstrates how Apple has abused its dominance and caused harm to consumers and competition to the extent of billions of dollars, which could go unrecognized under current antitrust law. Without substantial doctrinal reform, current antitrust law can give free rein to manipulation by giant tech platforms. Competition in the entire digital economy is at stake.

III. THE CONSUMER PLATFORM ECONOMY

The American economy in the twenty-first century is vastly different than half a century ago, when Bork and his Chicago School peers started to dominate antitrust law thinking with economic theories developed for the industrial economy. Based on its share of the gross domestic product (GDP), the manufacturing sector has more than halved between 1967 and 2017.52 The share of consumer-facing sectors, on the other hand, has expanded by over 40% in the same period.53

Moreover, consumer-facing companies have reached unprecedented scale. The largest firms today are more likely to be consumer-oriented than not: among America’s Fortune 20 firms, consumer-facing businesses jumped from 25% of the list in 1967 to 60% in 2019.54 Big tech companies such as Apple,
Microsoft, Amazon, Facebook, and Google—all with huge consumer-facing businesses—are worth trillions or hundreds of billions of dollars.\footnote{See Jack Nicas, Apple Reaches $2 Trillion, Punctuating Big Tech’s Grip, N.Y. TIMES (Aug. 19, 2020), https://www.nytimes.com/2020/08/19/technology/apple-2-trillion.html; Melissa Pistilli, 10 Top Technology Stocks by Market Cap, INVESTING NEWS (Nov. 19, 2020), https://investingnews.com/daily/tech-investing/top-technology-stocks (showing that Apple, Microsoft, Amazon, Alphabet, and Facebook were worth $2.08 trillion, $1.63 trillion, $1.58 trillion, $1.2 trillion, and $782 billion, respectively).}

Technologies such as the internet and smartphones have drastically reduced transaction costs on the supply side and have created huge network effects. They have made platforms that aggregate hundreds of millions, if not billions, of consumers much more plausible than it was in the era of industrial manufacturing. On the demand side, however, this lopsided power balance introduces often prohibitive transaction costs for platform participants who are much smaller and less sophisticated than the giant platforms, preventing the former from making economic decisions solely based on the merits.

As this Part demonstrates, the rise of the consumer platform economy has brought about seismic economic changes impacting antitrust law. These changes have made dominant tech companies much more powerful and their anticompetitive conduct much more harmful than traditionally assumed.

A. CONSUMERS AS KEY ECONOMIC ACTORS

Traditional antitrust law and economics have usually assumed rational actors because of their focus on firms, which tend to have the capability of being rational due to economies of scale, repeat transactions, and competitive selection.\footnote{See Mark Armstrong & Steffen Huck, Behavioral Economics and Antitrust, in 1 THE OXFORD HANDBOOK OF INTERNATIONAL ANTITRUST ECONOMICS 205–06 (2015).} Consumers, on the other hand, may lack the transactional sophistication and informational capability to be largely rational, leaving them vulnerable to monopolistic exploitation.

First, consumers are less able than enterprises to discover market information before making purchases, especially for products with add-on attributes. Enterprises often have dedicated personnel to carry out sophisticated analysis of their purchase decisions.\footnote{See Carl Shapiro, Aftermarkets and Consumer Welfare: Making Sense of Kodak, 63 ANTITRUST L.J. 483, 493 (1995).} In contrast, individual consumers do not generally have such capabilities—especially when, for example, millions of heterogeneous apps exist in the Apple App Store. This gives platforms greater power to raise add-on prices.

Second, consumers have fewer incentives to bear the information cost. Enterprise equipment is generally much more expensive than consumer
products, and firms tend to buy in large quantities. Relatively small enterprise investments in discovering information are thus more worthwhile, as they lead to large savings in procurement cost. Consumers, however, primarily engage in one-off purchases of consumer-price goods; extensive research is often not worth the effort for them, even as the aggregate harm from inefficient pricing for billions of consumers is comparable or greater than that for firms.

Even potential competitive price-cutting and educational advertising cannot eliminate inefficient, “shrouded” add-on prices when close substitutes exist, according to leading behavioral economics literature. Low-price competitors who try to inform consumers of high add-on prices (e.g., airline bag fees) from rivals will lead them to cheaper substitutes and incur the cost of education, thereby becoming less profitable. For smartphone platforms, this can occur when they offer subscription apps that are more expensive than their web counterparts due to platform fees. Even if one platform can offer cheaper options than another, it would not do so since this would only drive consumers out of smartphone platforms and to the web, hurting all industry players. Inefficient high app prices can thus persist.

Given the high costs of discovering information about platform markets, consumers will find it hard to compare ex ante the total costs of using the platform itself and the services provided on the platform. For example, iPhone users may not be aware of how expensive apps are on iOS when making smartphone purchase decisions. This lack of awareness impedes competition between smartphone platforms that could have resulted in lower app prices.

B. SMALL BUSINESSES AND APP DEVELOPERS

The rise of consumer platforms has also brought about many small businesses that serve individual consumers. Apple has twenty million developers creating apps for users; Amazon has about three million active marketplace sellers offering goods to buyers; and YouTube has fifty million content creators delivering videos to viewers. Most of these developers,
sellers, and content creators are very small businesses (one to five people). These small businesses suffer from many of the same resource limitations that consumers have, giving platforms even more power for monopolistic exploitation. This Section focuses on smartphone app developers, but these lessons can apply to small businesses on other platforms as well.

First, developers invest in platform-specific skills that are hard to transfer. Mobile app developers have to learn coding skills and conventions which can vary significantly across platforms. Becoming a proficient developer for a new platform can take six to fifteen months. This means very few developers can afford to switch platforms, much less develop for multiple ones at the same time—only 8.8% of iOS developers also work on Android or Windows, for example. This friction creates significant switching costs for small businesses such as app developers—probably also YouTube creators and to a lesser extent Amazon retailers—which makes platforms much more powerful than dominant firms in traditional industries.

Second, small businesses lack the transactional sophistication to negotiate contracts. Traditional antitrust scholars have argued that buyers have strong incentives to obtain contractual protections against future seller exploitation—for example via warranty protections, rental or lease of the product, and long-term service contracts. However, the average developer studio consisting of only one to five people would not have the bargaining power to negotiate with tech platforms for individually tailored terms. As a result, platforms have acquired extraordinary power to exploit small businesses and harm competition.

61. See, e.g., MacStadium, Trends in iOS DevOps: A Survey of iOS Developers from the 2018 Apple Worldwide Developers Conference (WWDC) & AltConf (2018), https://uploads-ssl.webflow.com/5c0953da973d4d733aab924e/5c0953da973d4d689aab9427_MacStadium-iOS-DevOps-Survey.pdf (showing that 66% of iOS developer teams have 1-10 members and that the average size is 3.8 for those having 2-10 members); Key Metrics of Amazon.com Marketplace Sellers in the United States in 2019, Statista, https://www.statista.com/statistics/1086637/amazoncom-3p-seller-metrics-usa (last visited Jan. 4, 2021) (noting that over 80% of Amazon active sellers have annual sales below $100,000).


65. See Shapiro, supra note 57, at 488–91.
C. **ECOSYSTEM LOCK-INS**

The third feature of the consumer platform economy is the ubiquity of product ecosystems that integrate both vertically and horizontally, including software as well as costly hardware. These ecosystems can generate high switching costs and strong barriers to competition that give platforms strong market power and prevent effective competition.

Firms such as Apple have been strategically designing their product portfolios and building up walls between ecosystems to increase switching costs. In Apple’s case, Steve Jobs himself strategized that the company should “[t]ie all of our products together, so we further lock customers into our ecosystem” in an internal email on “2011: Holy War with Google.” Further, Apple offers multiple hardware products (iPhone, iPad, Mac computer, Apple Watch, HomePod smart speaker, etc.) with data and features that work across devices to improve utility of owning multiple devices. Platforms also offer downstream services unique to particular platforms, such as Apple’s Apple Music, Apple Pay, and Apple’s Podcasts. As a result, the average Apple user in the United States spends around $802 per year, equivalent to the cost of owning two to three iPhones, on Apple products and services. Google and Amazon employ similar tactics with offerings such as Amazon Prime Video, Echo smart speaker, Gmail, and Google Home. When users own multiple pieces of the same ecosystem, the cost of switching becomes higher. Economists found the cost of switching one’s smartphone operating system (OS) is around $250 in South Korea, for example, from “application

---


purchasing cost, accessory purchasing cost, and uncertainty from the possibility of additional post-transition payment increase”—even excluding incompatibility of other platform-specific smart devices people own.69 Given Apple’s strong product ecosystem in the United States, the cost is likely higher here for iOS. Facing such high switching costs, Apple’s iOS retention rate in the United States is around 90%, meaning nine in ten iPhone users do not switch to alternative smartphones.70

D. MULTILAYERED DYNAMIC NETWORKS

Another feature of the consumer platform economy is the multilayered, dynamic network structure of tech platforms. Network effects allow a firm’s market power to grow exponentially, as it scales in ways often unrelated to the quality of the underlying product offering.71 Tech platforms are special in this respect due to the ubiquity of such networks being layered on top of one another in fast-growing markets. This market structure not only gives platforms extraordinary market power but also creates perverse incentives for platforms to expand monopoly power from one network market to another, causing self-propelling and irreversible harm to competition.

Apple’s smartphone platform, for example, is a two-sided market with strong network effects; more users attract more developers to a growing market, while more developers creating more apps attracts more users.72 This effect creates enormous collective action problems when any individual developer or user wants to exit for not liking Apple’s offerings. They cannot realistically coordinate with a critical mass of fellow developers or users (who number in the hundreds of millions) to quit together unless Apple’s offerings become exceptionally terrible. Furthermore, they cannot create an alternative platform to attract other developers and users even if they can improve on the product offering because the presence of other developers and users are a

69. Yuri Park & Yoonmo Koo, An Empirical Analysis of Switching Costs in the Smartphone Market in South Korea, 40 TELECOMMS. POL’Y 307, 313–14 (2016). The dollar value is based on the exchange rate of 1 South Korean won to 0.00081 USD on April 24, 2020.
72. See Daniel D. Garcia-Swartz & Florencia Garcia-Vicente, Network Effects on the iPhone Platform: An Empirical Examination, 39 TELECOMMS. POL’Y 877, 889 (2015) (finding that each extra app is associated with 271–386 additional users and that each 1000 additional users are associated with 2.5–3.6 additional apps).
critical piece of the platform’s utility. This magnifies already significant user switching costs\textsuperscript{73} and creates often insurmountable barriers to entry.

Moreover, other platforms can exist on top of the App Store. Apple Pay, for example, grows more popular and dominant as more merchants accept it, which spurs user adoption that again feeds back into greater merchant uptake. Spotify works similarly for music listeners and artists, where more users attract both more future users to listen to the playlists they create and more artists to make music for them, and these artists and their songs in turn attract more users. The data that platforms gather from a growing user base offers further economies of scale—as the use of platforms like Spotify and Netflix increases, they gain more insight into user preferences and are thus better able to improve their product offerings\textsuperscript{74}.

Downstream network effects can distort the competitive incentive of the platform operator upon entry into those markets. When network strength matters more than product superiority,\textsuperscript{75} the platform operator may plausibly twist the rules of the downstream market it controls such that they favor the platform operator and help it dominate, even with inferior products, by depriving rivals of key inputs needed to acquire sufficient scale to succeed.\textsuperscript{76} A classic example of how network effects can result in such a suboptimal market structure is the QWERTY keyboard, which was designed with an outdated technology but remains the popular format because manufacturers and users are locked into this technology, despite being 36\% less efficient than modern alternatives.\textsuperscript{77} Inefficient monopoly leveraging can thus yield higher quality-adjusted prices and fewer choices, leading to consumer welfare losses.\textsuperscript{78}

Multilayered network markets exist extensively in today’s consumer platform economy. Apple’s exclusionary, self-preferencing tactics in their mobile payment service, music streaming, gaming platform, and other network markets discussed in Parts V-VI demonstrate that tech platforms today can

\begin{footnotes}
\footnote{73}{See text accompanying note 69.}
\footnote{75}{See Lemley & McGowan, supra note 71.}
\footnote{78}{See Whinston, supra note 76, at 839.}
\end{footnotes}
and do take advantage of the anticompetitive opportunities offered by multilayered network markets.

IV. APPLE’S DOMINANCE: DE FACTO MONOPOLY

With often prohibitive information and switching costs on top of strong network effects, Apple holds a powerful dominance over the mobile platform market. This Part translates the features of the consumer platform economy into antitrust terms by examining Apple’s dominance and showing that Apple has market power to impose anticompetitive terms on other market players.

Market power is required for both illegal tying and monopolization, two legal claims that capture the core anticompetitive nature of Apple’s conduct. The Supreme Court has required market definition to show market power with the relevant market being the “arena within which significant substitution in consumption or production occurs.” Here we are concerned with the U.S. market for mobile app platforms, which host services including digital goods within smartphone apps.

Power in the relevant market means “some special ability . . . to force a purchaser to do something that he would not do in a competitive market.” Courts have found indirect evidence of market power to include a high market share, barriers to entry, and locked-in customers. Direct evidence of actually

82. Overall mobile app services include spending on IAP goods/services, paid apps, in-app advertising, and in-app physical goods and services (such as toilet paper bought on Amazon or Uber rides). See Choosing a Business Model, APPLE DEVELOPER, https://developer.apple.com/app-store/business-models (last visited Jan. 4, 2021). Both paid apps and IAP goods are included in our market definition because they are generally monetized through mobile app stores’ built-in monetization tools, whereas the other two categories are excluded because they tend to go through outside third-party systems and have different business models, both of which are not easily substitutable.
84. See id. at 17; Grinnell, 384 U.S. at 571 (inferring monopoly from dominant market share); United States v. Microsoft Corp., 253 F.3d 34, 54–55 (D.C. Cir. 2001) (finding that an “applications barrier to entry” supports Microsoft’s monopoly power over the computer operating system market); Eastman Kodak v. Image Tech. Servs., 504 U.S. 451, 473–78 (1992) (finding monopoly power from customer lock-ins/aftermarket power).
exercising control over price or excluding competition provides further support.  

While the monopoly power standard is more stringent than market power for tying, this Part shows that Apple satisfies both tests with its 71% market share, switching costs 50 times higher than a 5% app price increase, and ability to profitably increase iPhone price by 33%.

A. **Market Share**

Apple owns 71% of the U.S. mobile app platform market by revenue. Its 62–86% global market share for the past decade further corroborates its durable dominance. Courts have found 59% and 69% market shares to be sufficient for tying. For monopolization, a market share over 70% generally establishes prima facie monopoly power, and a market share between 50–70% can constitute monopoly power when combined with substantial barriers to entry in the market. Apple’s market share alone thus leads to a strong inference for sufficient market power for both tying and monopolization.

85. See Kodak, 504 U.S. at 477–78 (“It is clearly reasonable to infer that Kodak has market power to raise prices and drive out competition . . . [from] direct evidence that Kodak did so.”).

86. See id. at 480.

87. Reed Albergotti, How Apple Uses Its App Store to Copy the Best Ideas, WASH. POST (Sept. 5, 2019), https://www.washingtonpost.com/technology/2019/09/05/how-apple-uses-its-app-store-copy-best-ideas. Indeed, Apple has just about half of the installed smartphone user base in the United States. See S. O'Dea, U.S. Smartphone Subscriber Share by Operating Platform 2012–2020, by Month, STATISTA (Nov. 25, 2020), http://www.statista.com/statistics/266572/market-share-held-by-smartphone-platforms-in-the-united-states. But Apple’s revenue share is likely more important for measuring Apple’s power to control users and developers’ economic decisions. Developers care about the potential revenue from their apps as they are in the business to make money. Users, on the other hand, want to have as many apps and as many quality apps as possible. Their willingness to pay for in-app digital goods (which reveals their preferences) is thus a good sign of their demand for digital goods.


90. See 3B AREEDA & HOVENKAMP, supra note 81, ¶ 801a. The term “monopoly” in the antitrust sense does not necessarily mean a firm with 100% market share. Rather it often refers to what economists call a dominant firm. See id. ¶ 801. The distinction is perhaps partly a result of antitrust law’s purpose to prevent dominant firms from becoming perfect economic
2021] APPLE’S MOBILE PLATFORM DOMINANCE 373

B. Barriers to Entry

As discussed in Part III, user and developer lock-ins, strong network effects, and economies of scale and scope in the form of broad ecosystems—factors courts have recognized in antitrust cases—create significant barriers to entry that protect Apple.91 Strong lock-in features, in particular, further strengthen Apple’s power over both consumers and developers by increasing switching costs. The Supreme Court held in Eastman Kodak “[i]f the cost of switching is high, [buyers] who already have purchased the equipment, and are thus ‘locked in,’ will tolerate some level of [supracompetitive prices],” which is a sign of seller’s market power.92

As Section III.C has mentioned, iPhone users face switching costs of at least $25093 and rarely switch to a different platform—the iPhone’s retention rate is consistently in the high 80% in the United States, and more recently it has been above 90%.94 The $250 estimate only factors in “application purchasing cost, accessory purchasing cost, and uncertainty from the possibility of additional post-transition payment increase.”95 Apple’s strong product ecosystem likely poses even higher costs due to the incompatibility of the other Apple-specific smart devices that people own. Even if iPhone apps see a 5% price increase—a threshold antitrust enforcement agencies often use to infer monopolist status if the move does not reduce profits96—which would

91. See United States v. Microsoft Corp., 253 F.3d 34, 55 (D.C. Cir. 2001) (finding an “applications barrier to entry” from “chicken-and-egg” effects of consumer preference for operating systems with many applications and developer preference to write software for a substantial customer base—essentially network effects—which “protects a dominant operating system irrespective of quality”); Image Tech. Servs. v. Eastman Kodak Co., 125 F.3d 1195, 1208 (9th Cir. 1997) (finding entry barriers in part due to economies of scale); Kodak, 504 U.S. at 476 (finding entry barriers to contribute significantly to market power).

92. 504 U.S. at 476–77.

93. See text accompanying note 69.


95. Park & Koo, supra note 69, at 313–14.

amount to $5 per user given the average app spending of $100,97 users would likely tolerate the price hike as their switching costs would be over 50 times higher. Even with a 30% price increase, switching costs would still be more than eight times higher, allowing Apple to maintain supracompetitive profits to a significant extent.

These barriers thus prevent competition from easily accessing Apple’s users, making the company’s power over its user base and in turn the developers who covet these users much stronger than the 71% market share implies.

C. **DIRECT EVIDENCE**

Direct evidence of the actual exercise of control over prices or the actual exclusion of competition from the relevant market can more strongly indicate monopoly power.98 Despite raising iPhone’s prices by around 33% over the past few years, Apple continues to see its sales volume remain steady and revenue grow, as Figure 1 shows.99

---


99. See Niu, supra note 68.
Figure 1: iPhone Average Selling Price and Sales
This pricing power is against the backdrop of the iPhone’s narrowing advantage over Android phones. For example, CNet has given Samsung’s Galaxy S20 (its latest flagship phone as of this writing) a score of 8.7 compared to a similarly priced iPhone model’s 8.8. Yet after Samsung raised its premium phones’ prices, its smartphone profits dropped by 42% due to “weak sales momentum . . . and stagnant demand for [its] premium products.” The contrast demonstrates Apple’s unique market power stemming from its platform lock-ins that in many ways make iOS a distinct market over which Apple has monopoly control.

Further, Apple has indeed exercised its power to exclude rivals, as Section VI.A discusses, and sustained supracompetitive prices. The continued existence of an inefficient 30% in-app purchase fee, as Part V details, is direct evidence of Apple’s power. The Seventh Circuit has held “[market power] means power over price . . . . The best way to show power over price is to establish directly that the price of the tied package is higher than the price of components sold in competitive markets.” Google’s Android allows certain developers to distribute their paid in-app digital goods (e.g., ebooks and downloaded songs) without using its in-app purchase services, effectively eliminating any associated fees. Tinder, for example, recently decided to not use Google’s payment system as to avoid any fee, whereas it still has to use Apple’s in-app purchase system and pay the Apple tax on iOS. Epic Games, the maker of Fortnite (one of the most popular video games in history), has similarly exited Google’s Play Store and now uses its own payment system to avoid fees; but it had to tolerate Apple’s in-app purchase system for two years


102. See Kodak, 504 U.S. at 473–78 (finding distinct market from strong lock-ins and high switching costs).


104. See Google Play, Monetization and Ads, PLAY CONSOLE HELP, https://play.google.com/about/monetization-ads (last visited Jan. 4, 2021) (listing a variety of monetization strategies, including paid distribution, in-app products, subscriptions, and ad-based models).

because it is forbidden to use alternative payment mechanisms on iPhone.\textsuperscript{106} This disparity clearly indicates that Apple has some unique power that others in the market simply do not have.\textsuperscript{107}

The story of Nintendo in the video game console market provides a telling parallel. With a similar market structure where Nintendo serves both as the gaming platform operator and games distributor for third-party developers, Nintendo charged developers essentially $44 per game sold around late 80s when it had dominance in the gaming console market and tied game cartridge manufacturing to distribution.\textsuperscript{108} Nintendo eventually had to cut its royalty rate to $7 per game due to both FTC scrutiny that undid the tie and successive competition from Sega, Sony, and Microsoft.\textsuperscript{109} In contrast with Apple’s basically constant rate of around 30%, this precipitous decline shows that only with market power can a platform maintain a supracompetitive, inefficient price for a tied service.

Combined with indirect evidence of Apple’s market power such as dominant market share and barriers to entry, direct evidence such as its unique

\footnotesize
\begin{itemize}
\item \textsuperscript{107} Although Apple has offered a reduced 15% fee for subscription apps starting their second year after maintaining a uniform 30% tax for eight years, this is only a very partial exception, and it may more properly be interpreted as an attempt to price discriminate, appease sophisticated developers, and deter them from opposing and changing the rule. In fact, Apple’s overall take rate has only changed from 30% to 26.4% as a result of the 15% exception according to an estimate. See Dedicated to the Best Store Experience for Everyone, APPLE, https://www.apple.com/ios/app-store/principles-practices (last visited Jan. 4, 2021); Roger Fingas, \textit{Apple Announces It Will Offer App Store Subscriptions to All Apps, Take Smaller 15% Cut}, APPLEINSIDER (June 08, 2016), https://appleinsider.com/articles/16/06/08/apple-announces-it-will-offer-app-store-subscriptions-take-smaller-15-cut; \textit{Apple Announces Key App Store Financial Data Point, Hulu Revises Pricing, Aetna and Apple Announce Watch Partnership}, ABOVE AVALON (Jan. 29, 2019), https://www.aboveavalon.com/dailypremiumupdate/2019/1/29/apple-discloses-key-app-store-financial-data-point-hulu-revises-pricing-aetna-and-apple-announce-watch-partnership.
\end{itemize}
pricing power, actual exclusion, and sustained supracompetitive prices tend to strongly support Apple’s dominance. When consumers and developers find it hard to switch away even in the face of price hikes and quality degradation, Apple’s dominance over this sticky user base thus makes the platform a de facto monopoly.

V. TYING: FORCING THE APPLE TAX

Apple has abused its dominance by tying the distribution of digital goods to its proprietary in-app purchase (IAP) payment system to impose a 30% tax and extract supracompetitive profits, leading to higher app prices and reduced innovation through illegal tying. At the core of the tying doctrine is a forced, inefficient, and often unwanted combination of transactions achieved through imposition of market power.110 This Part will show the IAP tie is illegal and hurts consumers and developers alike to the extent of billions of dollars.

Apple’s App Store is the sole channel through which iPhone users can download iOS apps.111 Third-party (i.e., non-Apple) app developers have to submit the apps they have created to Apple for its review and approval.112 Third-party apps cannot reach iPhone consumers without following Apple’s rules and guidelines, including those governing app monetization.113

Beyond the basic functionality provided by downloading an app, developers may sell bonus features or digital goods within the app,114 such as “subscriptions, in-game currencies, game levels, access to premium content, or unlocking a full version.”115 This is an important way for developers to monetize their creations, generating tens of billions of dollars a year in revenue.116 However, for in-app digital goods to be distributed to purchasing users, developers must configure their apps so that all purchases of the digital

112. See App Store Review Guidelines, supra note 111.
113. See id. § 3.
115. App Store Review Guidelines, supra note 111, § 3.1.
goods go through Apple’s IAP system, which processes the transactions.\textsuperscript{117} With very limited exceptions, Apple takes a 30% cut from all such third-party IAP transactions for using its payment system.\textsuperscript{118} For example, for every ten dollars consumers pay for a Pandora streaming music subscription, three dollars go to Apple. This 30% fee operates essentially like a tax, allowing Apple to profit from developer revenues often only tenuously related to Apple’s efforts.

The App Store’s rules forbid developers from offering alternative payment mechanisms or even providing information about them: “Apps may not use their own mechanisms to unlock content or functionality, such as license keys, augmented reality markers, QR codes, etc. Apps and their metadata may not include buttons, external links, or other calls to action that direct customers to purchasing mechanisms other than in-app purchase.”\textsuperscript{119} Apps violating these rules will be rejected or removed from the App Store. The rules thus forcefully combine the IAP system with the distribution of paid digital goods and serve to enable and protect Apple’s tax revenue.

A. Establishing the IAP Tie

Section 1 of the Sherman Act prohibits tying in restraint of trade.\textsuperscript{120} In addition to market power discussed in Part IV, courts generally require four factors in finding illegal tying: (1) two separate products or services are involved; (2) the sale of one product or service is conditioned on the purchase of another; (3) anticompetitive effect in the market for the tied product affects not an insubstantial amount of interstate commerce; and (4) procompetitive efficiencies of the tie do not outweigh its anticompetitive effect.\textsuperscript{121} The sections below analyze how the IAP tie meets the first three elements of the judicial test for illegal tying and restrains competition (while Section V.A analyzes how the IAP tie meets the fourth element).

\begin{footnotesize}
\begin{itemize}
\item \textsuperscript{117} See id.
\item \textsuperscript{118} See \textit{App Store Review Guidelines}, supra note 111, § 3; \textit{SPOTIFY, Five Fast Facts, TIME TO PLAY FAIR}, https://timetoplayfair.com/facts (last visited Jan. 4, 2021). Apple announced that it would reduce its tax rate to 15% for developers earning less than $1 million per year starting January 1, 2021, but this move will affect only 5% of Apple’s App Store revenue and thus does not make a significant difference to Apple’s policy overall. See Nicas, supra note 14.
\item \textsuperscript{119} \textit{App Store Review Guidelines}, supra note 111, § 3.1.1.
\item \textsuperscript{120} Other prohibitions on tying arrangements include Clayton Act § 3, 15 U.S.C. § 1, 14, and the Federal Trade Commission Act § 5, 15 U.S.C.A. § 45; see also \textit{HOVENKAMP}, supra note 35, at 534, 537 (discussing the statutory scheme prohibiting tying in restraint of trade).
\item \textsuperscript{121} See 10 \textit{AREEDA & HOVENKAMP, supra note 81, ¶¶ 1702, 1760 (4th ed. 2019)}; see also United States v. Microsoft Corp., 253 F.3d 34, 84–97 (D.C. Cir. 2001) (en banc) (holding that rule of reason and in particular consideration of efficiencies may be needed in the case of tying software products).
\end{itemize}
\end{footnotesize}
1. **Separability**

For two services to be separate, “there must be sufficient [buyer] demand so that it is efficient for a firm to provide [one service] separately from [another].”\(^{122}\) Courts have found sufficient separate demand when the two offerings have previously been sold separately and when other industry suppliers sell them separately.\(^ {123}\)

Apple had itself offered distribution of in-app subscriptions independent of IAP services until 2011.\(^ {124}\) In fact, many subscription app developers protested the bundling when the rule was introduced.\(^ {125}\) Moreover, Android allows certain apps to distribute digital goods (e.g., ebooks and downloaded songs) without using its IAP services.\(^ {126}\) Separate demand thus does exist for IAP and distribution.

2. **Forceful Conditioning**

Courts require proof of coercion to establish forceful conditioning,\(^ {127}\) for which often “a formal agreement is . . . sufficient.”\(^ {128}\) Apple requires the use of IAP by fiat through the App Store rules, forbidding all alternative payment mechanisms.\(^ {129}\) As developers cannot distribute apps without following these rules, coercion is clearly established.

---

125. See, e.g., TREEHOUSE, supra note 124 (“I’d . . . NOT [pay] 30% of all my revenue going forward [for some IAP services].”).
129. See text accompanying note 119.
B. CONSUMER HARM: TAXING THE APP ECONOMY

Recent cases increasingly require an inquiry into anticompetitive effects in the tied product market, even for per se tying claims. Specifically, courts consider an alleged anticompetitive arrangement’s impact on price, quality, quantity, and innovations.

Here, the consumer-side harm is two-fold. First, despite already paying high prices for the iPhone, users must pay higher prices for apps as developers pass on the overcharge; their experience then suffers from reduced quality and innovations in the iPhone experience. For example, the following table shows that nearly all major music streaming apps are 30% more expensive on iOS than Android; the exception is Apple Music as Apple does not pay the 30% fee itself.

<table>
<thead>
<tr>
<th></th>
<th>Spotify*</th>
<th>Pandora</th>
<th>Tidal</th>
<th>YouTube Music</th>
<th>Apple Music</th>
</tr>
</thead>
</table>

*Before Spotify stopped in-app iOS subscriptions in 2016

When developers don’t charge 30% higher, perhaps because their customers are more price sensitive, developers are left with less to invest in improving quality. This loss can amount to tens of billions of dollars that Apple...
has taken from developers.133 Furthermore, the burden of the IAP fee has forced some app publishers to exit the IAP system altogether—Netflix, Spotify, Kindle, and YouTube TV are prominent examples.134 Due to Apple’s restrictions, these apps cannot even communicate to customers about alternative channels (e.g., developers’ websites).135 As a result, iPhone users can become frustrated by their inability to acquire digital content available on other platforms.

Second, the IAP-enforced 30% tax has lessened competition in key downstream app markets. For example, Apple exempts Apple Music from the 30% fee while maintaining the tax for its rivals including Spotify. Given these apps’ thin margin—Spotify’s gross profit margin for its subscription-based services was at 27% in 2018,136 for instance—the 30% tax makes it economically unfeasible for Spotify et al. to maintain the $9.99 price tag on iOS as they do on Android: if Spotify did so, it would be losing money on

133. See Press Release, Apple, Apple Rings in New Era of Services Following Landmark Year (Jan. 8, 2020), https://www.apple.com/newsroom/2020/01/apple-rings-in-new-era-of-services-following-landmark-year. Developers have made $155 billion between 2008 and 2019 through the App Store. Based on a 30% charge by Apple (which means developers retain 70% of all revenue), Apple’s App Store revenue would be 155/0.7*0.3 = $66.4 billion during this period.


135. See Spotify Timeline, supra note 132.

136. See Spotify Tech. S.A., Annual Report (Form 20-F) at 50 (Feb. 12, 2019), https://s22.q4cdn.com/540910603/files/doc_financials/annual/SPOT_20F_Master-Master_Exhibits_HTML.pdf. Spotify’s gross profit margin for subscription services is likely to be almost the same for its iOS, Android, and PC versions, as its component parts tend not to vary by platform. Spotify’s gross profit margin is based solely on (i) the revenue of its streaming services, which include subscription-based premium services and ad-supported free services and (ii) the cost of providing these services, including royalty and distribution costs related to content streaming, but not including, for example, R&D, marketing, and administrative expenses. See id. at 48–50, F-10. The margins for premium and ad-supported services are respectively 27% and 18% in 2018, both below 30%. See id. at 50. Spotify’s royalty costs, the biggest component of its cost of revenue that makes up Spotify’s gross profit margin, are calculated based on either a percentage of revenue, a per user amount, or an amount per play. See id. at 45. None of these three considerations is likely to change because of the platform (iOS, Android, or PC) on which a song is played/streamed. Spotify does not disclose methodologies for calculating distribution costs for content streaming, the remaining cost component of Spotify’s gross profit margin, likely because this component is not significant enough (or else Spotify would be required to disclose its methodologies under securities law’s prohibition against material omission). Other than these cost considerations, margin calculations do not discriminate between different sources of revenue.
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every subscription it sells. Given Apple Music’s already quite dominant position, having surpassed Spotify in paid iOS listeners in the United States,\(^\text{137}\) competitors will understandably tend to shy away in the face of these additional anticompetitive restrictions. Consumers are thus seeing less competition and innovation in the streaming music space. Spotify’s recent pivot away from music toward podcasts is a testament to the reduced head-to-head competition for streaming music.\(^\text{138}\)

As Apple enters more service markets,\(^\text{139}\) the threat of this 30% tax will grow more prominent, as digital content services often have thin gross margins around or lower than 30%.\(^\text{140}\) Subscription apps such as Spotify are critical to consumer experience. About 94% of the top 250 U.S. apps on iOS monetize through in-app subscriptions.\(^\text{141}\) The star apps are crucial contributors to user consumption—the top 1% of apps generate 93% of all revenue and 80% of new installs.\(^\text{142}\) Damaging subscription apps may thus have a significant negative impact on consumer welfare, a key objective of antitrust law.


\(^{138}.\) See Ben Thompson, Spotify’s Podcast Aggregation Play, STRATECHERY (Feb. 7, 2019), https://stratechery.com/2019/spotifys-podcast-aggregation-play (citing needing “a way to differentiate its service from Apple Music” as a reason for Spotify’s podcast strategy). One might argue Spotify’s pivot towards podcasts may be procompetitive in the podcast market, given Apple is the biggest player in podcasts as well. However, the streaming music market is much larger—at $14 billion, it was 20 times larger than the $700 million podcast market in 2019. See Music Streaming, STATISTA, https://www.statista.com/outlook/209/100/music-streaming/worldwide (last visited Jan. 4, 2021); A. Guttmann, Podcast Advertising Revenue in the United States from 2015 to 2019, STATISTA (Sep. 21, 2020), https://www.statista.com/statistics/760791/us-podcast-advertising-revenue. A significant anticompetitive impact on streaming music is thus likely to have a much greater effect on consumer welfare than theoretical procompetitive benefits from the nascent podcast market. The net consumer impact is most likely negative to a significant extent as a result.

\(^{139}.\) See supra text accompanying notes 17–20.

\(^{140}.\) For example, between 2010 and 2019, Netflix’s gross profit margin was lower than 30% for three years, between 31.3% and 32.3% for another three years, and between 36.3% and 38.3% for the remaining four years. See Gross Profit Margin for Netflix, Inc., FINBOX, https://finbox.com/NASDAQGS:NFLX/explorer/gp_margin (last visited Jan. 4, 2021). Gross margin represents the percentage of total revenue a company has less costs directly related to production and distribution—in Netflix’s case, the profit directly related to selling each unit of streaming content without regard to backend corporate costs.


\(^{142}.\) Katie Williams, The Top 1% of App Publishers Generate 80% of All New Installs, SENSOR TOWER (Nov. 21, 2019), https://sensortower.com/blog/top-one-percent-downloads.
While Apple may claim its conduct has procompetitive justifications, these claimed efficiencies are either pretextual or not causally necessary for the IAP tie as Section VII.A will show.

Apple has thus abused its power over the iPhone digital goods market in forcing the IAP tie, distorting competition and creating considerable harm to consumers worth tens of billions of dollars without nearly commensurate efficiencies to compensate. It has therefore violated antitrust law for illegal tying.

VI. MONOPOLIZATION: FORTIFYING THE WALLED GARDEN

Apple distributes proprietary apps on the App Store which compete with many third-party developers’ apps. Acting both as an umpire and a player, Apple has blocked or impaired rivals and given itself preferential treatment. In doing so, it has illegally maintained, expanded, and prolonged its monopoly in violation of the Sherman Act § 2.

The Sherman Act § 2 prohibits monopolization. 143 To show monopolization, in addition to establishing monopoly power as discussed in Part III, courts have required a showing of willful acquisition, enhancement, or maintenance of that monopoly power through exclusionary conduct. 144 Courts have not developed a clear general standard of what such exclusionary conduct entails, except that it should be “distinguished from growth or development as a consequence of a superior product, business acumen, or historic accident”—that is, anything that is not competition on the merits—and that such conduct “harm[s] the competitive process and thereby harm[s] consumers.” 145 However, certain specific types of conduct have been recognized in case law as exclusionary to varying degrees, including monopoly leveraging and refusal to deal. 146 Yet as discussed in Part II, courts’ interpretations of the leveraging and refusal to deal doctrines have become too rigid to accommodate platforms’ abuse of dominance, which would fit under

the general monopolization standard but may go unrecognized under these two categories of specific exclusionary conduct.\textsuperscript{148}

This Part will show that Apple’s exclusionary, self-preferencing conduct often makes rival apps worse without making its own apps better. By leveraging its dominance into downstream app markets and refusing to provide reasonable access to rivals, Apple not only reduces competition between apps on the iOS platform but also lessens competition between platforms and illegally strengthens Apple’s dominance over the mobile platform market, causing irreversible and significant harm to consumers. To address this crisis, courts must reconsider their hostility towards monopoly leveraging and refusal to deal claims.

A. **Blocking Competitors, Restricting Rivals, and Self-Preferencing**

This Section outlines Apple’s various exclusionary, self-preferencing practices.

1. **Block Competitors**

Apple has rejected every third-party payment app that utilizes iPhone’s near-field communication (NFC) chip (which allows convenient offline contactless payment), including the Samsung Pay Mini app.\textsuperscript{149} This effectively blocks competitors from entering iOS in a $100 billion proximity mobile payment market where the company’s own Apple Pay service already dominates.\textsuperscript{150}

Apple has also refused to approve gaming apps that compete with its Apple Arcade game subscription service. It rejected Steam’s video game streaming app citing “business conflicts.”\textsuperscript{151} Apple’s App Store rules also severely limit rivals’ cloud gaming services, making them effectively impractical

\textsuperscript{148}. See text accompanying notes 34–48.
\textsuperscript{149}. See Dutch ACM Report, supra note 12, at 79, 83.
\textsuperscript{150}. Apple Pay has 47.3% of U.S. proximity mobile payment users whereas Google Pay and Samsung Pay, the next two biggest players, respectively make up 19% and 16.8%. See Amy He, *Apple Pay Dominance Drives Mobile Payment Transaction Volume*, eMarketer (Oct. 28, 2019), https://www.emarketer.com/content/apple-pay-dominance-drives-mobile-payment-transaction-volume.
\textsuperscript{151}. See Nick Statt, *Apple Rejects Valve’s Steam Link Game Streaming App over ‘Business Conflicts’*, THE VERGE (May 24, 2018), https://www.theverge.com/2018/5/24/17392470/apple-rejects-valve-steam-link-app-store-ios-game-streaming (suggesting that Apple rejected Steam's app because the app “allows an iOS user to access another app store, namely Steam, within Apple’s tightly controlled ecosystem”).
on iOS and hampering innovation in a market otherwise expected to grow into a multi-billion-dollar opportunity by 2024.

Moreover, Apple once removed 11 of the 17 most downloaded apps that helped parents limit the time their children spent on Apple devices, which compete with Apple’s own parental control app. Apple claimed these apps could violate user privacy and security. A month later, however, Apple abruptly reversed its policy, specifically permitting technologies previously cited as grounds for removal as long as the apps followed certain guidelines. Small businesses who developed these apps lost millions of dollars following Apple’s purge, with some completely shutting down. In addition to having less useful features according to parents, Apple’s screen time control tools

152. Before September 2020, only games owned or exclusively licensed by the developer would be allowed, that is, no gaming platform non-exclusively hosting third-party games such as Google’s Stadia was allowed. See Mark Gurman, Apple’s App Store Rules Limit Rival Gaming Services While Arcade Runs Free, BLOOMBERG (Mar. 25, 2020), https://www.bloomberg.com/news/articles/2020-03-25/google-stadia-nvidia-geforce-microsoft-xcloud-not-on-apple-ios. Apple tweaked the policies in September 2020 to nominally allow such services, but it still requires every third-party game offered to seek approval through Apple’s cumbersome app review process. This new policy effectively makes it impractical to host a cloud-based gaming subscription service on iOS, as these services inherently tend to include a variety of third-party games to be useful at all. See Leswing, supra note 19; see also Salvador Rodriguez, Facebook Launches Cloud Games But Says Apple Won’t Allow It on iOS, CNBC (Oct. 26, 2020), https://www.cnbc.com/2020/10/26/facebook-launches-cloud-games-on-desktop-and-android-but-not-on-ios.html (stating that Facebook announced the decision to not launch Facebook cloud gaming on Apple devices citing Apple’s “arbitrary” policies).


155. See Eric Slivka, Phil Schiller Lays Out Apple’s Case for Cracking Down on Screen Time Monitoring Apps, MACRUMORS (Apr. 27, 2019), https://www.macrumors.com/2019/04/27/schiller-screen-time-crackdown-mdm (explaining that Apple removed these apps because some parental management apps used Mobile Device Management technology that “enable[d] a developer to have access to and control over consumers’ data and devices”).


157. See Nicas, supra note 154; Jack Nicas, Apple Backs Off Crackdown on Parental-Control Apps, N.Y. TIMES (June 3, 2019), https://www.nytimes.com/2019/06/03/technology/apple-parental-control-apps.html (accounting that two affected small businesses lost $3 million and more than $1 million respectively from Apple’s move, with one of them having depended on its iPhone app for 80% of the business’s revenue).
require the whole family to own iPhones, whereas many affected competing apps allow parents with iPhones to control their children’s Android devices.  

2. **Restrict Rivals**

Apple has restricted promotions of Apple Music competitors. It rejected multiple Spotify app updates for including promotional language such as “get 3 months now for €0.99” or “Get in, Get Premium” while Apple Music sends the same kind of promotions. This deprives consumers of valuable information about lower prices. Similar restrictions are non-existent for Apple. If a user subscribes to Apple’s iOS services (such as Apple Music) and then cancels, Apple sends invasive push notifications asking her to re-subscribe. Apple’s ads are allowed by default, whereas other developers could not send such promotional notifications at all for almost all of the past twelve years. Apple’s tactics suppress competition in the multi-billion-dollar iOS streaming music market (where it already holds 70% of paid users) and beyond.

In addition, Apple has for years prohibited third-party music from being used with Siri, prevented third-party messaging apps from becoming Siri defaults, and allegedly copied third-party apps and suppressed their search results once Apple created its own version.

---

158. See id.
159. *Spotify Timeline, supra* note 132.
161. See *id.* Third-party developers have only very recently been allowed to send promotional notifications and only with explicit user permission. See Mike Peterson, *Apple Updates App Store Guidelines, Sets iOS 13 SDK Requirement, APPLE INSIDER* (Mar. 4, 2020), https://appleinsider.com/articles/20/03/04/apple-updates-app-store-guidelines-sets-ios-13-sdk-requirement.
3. **Self-Preferencing**

Moreover, Apple has a pattern of self-preferencing conduct. Apple’s App Store search rankings and editorial recommendations display its proprietary apps much more prominently than similar apps.¹⁶⁶ For example, Apple Arcade, the company’s subscription gaming service, gets an entire tab on the App Store, which cannot be turned off.¹⁶⁷

Finally, Apple imposes the 30% tax on third-party apps through the IAP but not on Apple’s own apps. This eats into the frequently thin profit margins of rival apps and make them less competitive, as discussed in Section V.B.¹⁶⁸

**B. Raise Rivals’ Costs: Exclusionary and Collusive Effects**

In addition to the clear exclusionary effects of Apple blocking competitors in areas such as payment services, its pattern of self-preferencing conduct can raise rivals’ costs. Such conduct stifles price competition and weakens competitors for reasons unrelated to their apps’ intrinsic quality.

The discriminatory 30% tax and other restrictions mentioned above (which only apply to Apple’s competitors but not itself) essentially give Apple a cost advantage of at least 30%.¹⁶⁹ Consequently, even an equally efficient competitor could not compete with Apple on price due to the extra cost burden and would need to be at least 30% more efficient to survive.¹⁷⁰


¹⁶⁸ See text accompanying note 140.

¹⁶⁹ *C.f.* LePage’s Inc. v. 3M, 324 F.3d 141, 155 (3d Cir. 2003) (“The anticompetitive feature of package discounting is the strong incentive it gives buyers to take increasing amounts or even all of a product in order to take advantage of a discount aggregated across multiple products. . . . [In this case] even an equally efficient rival may find it impossible to compensate for lost discounts on products that it does not produce.”).

¹⁷⁰ The discussion below assumes a rival app stays in the IAP system, which is the case for 99.9% of iOS apps. For the rare exceptions such as Spotify, being outside of the IAP system presents a similar cost disadvantage from the additional promotional difficulties or experience degradation as discussed in Section VI.A. The effect on competition thus operates similarly.
The extra cost burden can either exclude rivals who are more efficient by up to 29.9% or produce an implicit collusion where rivals know that price competition would not work and thus raise the price along with Apple. Either way, consumers would suffer from stunted price competition. Such reduced competition also allows Apple to expand its dominance into downstream markets and enhances its monopoly by raising entry barriers. Even if competitors are over 30% more efficient than Apple, they would have less resources to invest in pursuing innovations. This effectively reduces their efficiency advantage by 30% and offsets the additional price cut or quality improvement consumers would otherwise receive.

As Section V.B detailed,\textsuperscript{171} such conduct has in fact reduced competition from important players such as Spotify and worsened user experience. Even if Apple’s proprietary apps are of inferior quality to start with, the unfair advantages they receive would exclude or weaken rivals. These unfair advantages would allow Apple’s apps to gain more users, more data, and more complementary players on other sides of the market (e.g., musicians in the case of Apple Music). In such a case, Apple’s apps would become more dominant through network effects and scale economies, while users lose out on a potentially higher quality app market as Section III.D discussed.\textsuperscript{172}

As Apple enters more service markets,\textsuperscript{173} Apple’s exclusionary, self-preferencing conduct would threaten competition more prominently. The harm to competition and consumers means that Apple’s conduct fits squarely under the general monopolization standard \textsuperscript{174}—especially as Apple’s proclaimed efficiency justifications prove empty, as demonstrated in Part VII. Perhaps more ominously, Apple’s self-preferencing can prolong and extend its monopoly over the smartphone platform market.

C. \textsc{Prolong the Platform Monopoly}

Through its exclusionary, self-preferencing conduct, Apple further lessens the already feeble competition between iOS and Android and prolongs its own smartphone platform monopoly by weakening cross-platform apps such as Spotify, Facebook, and WeChat.

Cross-platform apps can significantly neutralize the iOS platform’s differentiation and undermine Apple’s dominance. WeChat provides a case in

\textsuperscript{171} See text accompanying note 138.

\textsuperscript{172} Cf. Hovenkamp, supra note 35, at 395–96 (discussing a similar network market involving Windows-compatible server technology where “in a path-dependent world, even a rival’s clearly superior or more cost-effective server produced by a rival cannot claim a market unless it achieves compatibility with the rest of the network”).

\textsuperscript{173} See text accompanying notes 16–20.

\textsuperscript{174} See text accompanying note 146.
point. Despite early successes, Apple has struggled in China with the rise of WeChat.\textsuperscript{175} WeChat is a popular social media app with 1.1 billion monthly active users—essentially every smartphone user in China has WeChat. In addition to offering messaging services, it provides all kinds of essential digital services including mobile payment and commerce, news, ride-hailing, and food delivery.\textsuperscript{176} WeChat also hosts third-party “mini-programs” that are basically mini-apps which offer services through WeChat’s light interface.\textsuperscript{177} WeChat users open mini-programs four times a day on average and spent $113 billion inside mini-programs in 2019.\textsuperscript{178} The growing popularity of mini-apps makes stand-alone apps less important, eroding an important source of iPhone’s differentiation over Android—its stronger lineup of apps. The number of iOS apps downloaded in China in 2019 has fallen 12% from its peak in 2017, compared with a 22% increase in the United States over the same period.\textsuperscript{180}

WeChat is available on both Android and iOS. Due to WeChat’s essential role in Chinese consumers’ digital lives and the popularity of its mini-programs, the smartphone experience in China is quite similar across smartphone platforms. As a result, Chinese buyers care much less about the underlying operating system when making their smartphone purchase decisions than their Western counterparts—iPhone’s retention rate in China, defined as the percentage of users who do not switch platforms, has dropped to around 50–60% in recent years, almost half of that in the United States at 91%.\textsuperscript{181}

\textsuperscript{175} Apple’s market share in China has stayed around 10%, compared to 50% or so in the United States. See Samantha Wong, Smartphone Vendor Market Share in China 2014–2020, STATISTA (Feb. 2020), https://www.statista.com/statistics/430749/china-smartphone-shipments-vendor-market-share; O’Dea, supra note 87. Its China revenue has also consistently dropped to around 25.5% lower than a 2015 peak. See Felix Richter, The Size of Apple’s China Business, STATISTA (Feb. 18, 2020), https://www.statista.com/chart/13246/apple-china-revenue; see also Thompson, supra note 70 (showing that Apple had its best numbers in 2015).


\textsuperscript{179} Id.

\textsuperscript{180} See id. App Store revenue growth in China slowed to 11% in 2019 from triple-digit growth rates in 2015 and 2016. Id.

\textsuperscript{181} See Josh Horwitz, The Next iPhone Will Mark a Major Test for Apple in China, QUARTZ (Sept. 11, 2017), https://qz.com/1073634/the-next-iphone-will-mark-a-major-test-for-apple-
Given the significance of cross-platform apps, Apple’s move to weaken cross-platform apps and favor Apple-unique apps such as Apple Music is particularly problematic. First, Apple’s self-preferencing conduct reduces competition between iOS and Android by undermining multihoming apps. For instance, when iOS users are unfamiliar with Spotify’s premium services but are fed with push notifications about Apple Music’s features, they would know less about Spotify’s similar if not superior services available on both iOS and Android. Accordingly, iOS users would have less incentive to switch to Android.

Subscription apps such as Spotify are very important to smartphone owners. About 94% of the top 250 U.S. apps on iOS monetize through in-app subscriptions. The star apps are a critical contributor to user consumption—the top 1% of apps generate 93% of all revenue and 80% of new installs.

Star apps are the few ones that still multihome. For instance, only 8.8% of all iOS apps also exist on Android, while a much higher 47% of apps on the top 100 listings do so. Their multihoming fosters robust smartphone platform competition as consumers would find it easier to switch to alternative platforms with many of the same apps.

However, with Apple’s increasing exclusionary, self-preferencing conduct, multihoming apps will have a more difficult time competing on iOS even if they are more efficient. Users who already use Apple’s apps would face higher costs when switching to alternative providers. This artificial distance created by Apple’s self-preferencing conduct thus further locks users within Apple’s in-china (showing 50% retention rate in China); Matt Turner, UBS Surveyed 8,000 Smartphone Users Around the World, and the Results Should Worry Apple, BUS. INSIDER (May 28, 2019), https://markets.businessinsider.com/news/stocks/apple-stock-price-survey-results-should-be-worry-ubs-2019-5-1028236598 (finding the iPhone China retention rate at around 50% and 60% in 2016 and 2019); Rossignol, supra note 94 (showing the U.S. retention rate).

182. See Sydow, supra note 141.

183. See Williams, supra note 142.


185. See Mingchun Sun & Edison Tse, The Resource-Based View of Competitive Advantage in Two-Sided Markets, 46 J. MGMT. STUD. 45, 57–61 (2009) (finding reduced competition in single-homing network markets); Jay Pil Choi, Tying in Two-Sided Markets with Multi-Homing, 58 J. INDUS. ECON. 607, 625 (2010) (“[T]ying is unambiguously welfare-reducing if multi-homing is not allowed.”); United States v. Microsoft Corp., 253 F.3d 34, 53 (D.C. Cir. 2001) (en banc) (finding that if software on Windows is “written for multiple operating systems, its impact could be even greater” as “[t]he more developers could rely upon APIs exposed by such software, the less expensive porting to different operating systems would be”).
ecosystem and weakens cross-platform competition without necessarily making the consumer experience better.

Second, Apple’s conduct slows the rise of new generations of platforms that exist on top of iOS and Android. Facebook’s Instant Games platform, which offers mobile games within Facebook, has introduced in-app purchase features for both Android and its web version, but conspicuously not on iOS. 186 Apple’s 30% tax is likely a significant factor because when both Facebook and Apple take a cut from game developers’ revenue, it becomes harder for developers to profit. Similarly, WeChat’s mobile gaming platform generated hundreds of millions of dollars from in-app purchases on Android but has not launched in-app purchase systems on iOS for the explicit reason of the 30% tax. 187 The monetization potential of WeChat’s mini-program is likewise limited. Tencent’s guidelines for mini-program developers warn them not to offer digital goods on iOS, but they can provide the goods on Android. 188 This limitation has been a focal point in ongoing negotiations between WeChat and Apple. 189

What these new software platforms and multihoming apps can do is commoditize the iOS platform by creating a new layer of experience independent of the underlying smartphone OS. If users want a WeChat mini-program, a Facebook game instead of a particular iOS app, or multihoming apps such as Spotify, they can find them on both iOS and Android. In many ways, this challenge is similar to Netscape’s threat to Windows, where a rising internet browser could commoditize Microsoft’s PC operating system monopoly by providing desirable web applications regardless of the underlying OS. 190 To the extent that they limit the rise of future platforms existing on top of iOS, Apple’s actions are not unlike what Microsoft did around the turn of the century to prolong its PC operating system monopoly, which the D.C.

188. See Ma & Osawa, supra note 178.
189. See Chen, supra note 187.
190. See Microsoft, 253 F.3d at 53, 60 (finding that Netscape is the “middleware” that exposes its own APIs (interfaces for third-party developers) and “could take over some or all of Windows’s valuable platform functions” which can erode Microsoft’s Windows monopoly, as “[a]pplications written to a particular browser’s APIs . . . would run on any computer with that browser, regardless of the underlying operating system” and consumers would as a result “no longer feel compelled to select Windows”).
Circuit found to constitute illegal monopolization. 191 Apple’s conduct thus deserves similar antitrust scrutiny and courts should recognize its harm to competition both in the smartphone platform market and the downstream app markets. These harms make Apple’s conduct fit under the general monopolization standard, 192 particularly as Apple’s proclaimed efficiency justifications ring hollow as Part VII discusses.

VII. HOLLOW EFFICIENCIES AND LESS RESTRICTIVE ALTERNATIVES

Apple may claim its IAP tie and conduct restricting it rivals has procompetitive efficiency justifications, a defense both tying and monopolization cases have considered. 193 As this Part will show, however, these claimed justifications are either pretextual or not causally necessary and are thus not a sufficient defense.

In considering efficiency justifications, courts often conduct a balancing test that weighs the harm and benefits of the conduct at issue. 194 Given the complexity of balancing two often highly uncertain and complicated effects, however, courts often further employ the Less Restrictive Alternative (LRA)

---

191. See id. at 64, 71–72, 76–78 (finding that a series of Microsoft’s restrictive agreements with suppliers and partners to limit Netscape, as well as its actions to undermine non-Microsoft Java virtual machines (another middleware), “represent uses of Microsoft’s market power to protect its monopoly” over computer operating systems which “violate § 2 of the Sherman Act”); see also Robin Cooper Feldman, Defensive Leveraging in Antitrust, 87 GEO. L.J. 2079 (1999) (“Microsoft is leveraging into browsers for one key reason: to prevent browsers from eroding Microsoft’s formidable monopoly in the operating systems market.”). Microsoft relied on external partners to limit the distribution of rival browsers and Java virtual machines. See Microsoft, 253 F.3d at 60. But Apple can undermine multihoming apps and future platforms on its own thanks to its tight grip on iOS app distribution.

192. See text accompanying note 146.


test to simplify the calculus.\(^{195}\) The test asks whether an alternative exists that
serves the beneficial goal equally well but with a less anticompetitive effect.\(^{196}\)

A. IAP Tie

Apple proponents have claimed that efficiencies including security, ease of
use, app discovery or promotion, app quality control, and general developer
support justify Apple’s use of the IAP tie.\(^{197}\) The argument is that if Apple
controls the in-app transaction process, it will ensure payment safety and
provide a smooth experience; the proceeds from its 30% tax can then be used
for promoting third-party apps in the App Store and to support app quality
control, development, and distribution. However, applying the balancing and
LRA tests shows that these proclamations ring rather hollow.

Some easy balancing for certain key apps exposes the weakness of these
claims. To begin with, Apple’s promotions are not worth the 30% tax for many
big brands like Spotify and Netflix—they are big enough to attract customers
themselves without Apple’s help. If anything, Apple also benefits from these
popular apps in driving demand for the iPhone.\(^ {198}\) In fact, some big app makers
have stated they actively do not want Apple’s services or other first-party
services, if given the choice. For example, Epic Games, the creator of Fortnite,
pulled out of the Google Play store and explicitly said it would have done the

\(^{195}\) See C. Scott Hemphill, \textit{Less Restrictive Alternatives in Antitrust Law}, 116 \textit{COLUM. L. REV.}
927, 937–38, 941, 947–55 (2016) (discussing the difficulty of balancing and how courts often
sidestep that question by using the LRA test); Jefferson Par. Hosp. Dist. No. 2 v. Hyde, 466
U.S. 2, 25 n.42 (1984) (rejecting “goodwill” defenses in light of less restrictive alternative of
using contractual quality specifications); Fortner Enters., Inc. v. U.S. Steel Corp., 394 U.S. 495,
503 (1969) (discussing cases where “tying arrangements generally served no legitimate business
purpose that cannot be achieved in some less restrictive way”); \textit{Daimler-Benz A.G.}, 828 F.2d at
1040 (“An asserted business justification cannot salvage a tying arrangement that is otherwise
per se unlawful without proof that means less restrictive than the tie-in were not feasible to
achieve the desired protection.”).

\(^{196}\) See Hemphill, \textit{supra} note 195, at 937.

\(^{197}\) See \textit{Online Platforms and Market Power, Part 2: Innovation and Entrepreneurship, Hearing
Before H. Judiciary Comm., Subcomm. on Antitrust, Commercial, and Admin. Law} (July 16, 2018)
(Statement of Kyle Andeer, Apple) (discussing the benefits of the Apple ecosystem, including
improved security, ease of use, and integration); Press Release, Apple, \textit{Addressing Spotify’s
claims (discussing the benefits provided by Apple, such as critical software tools and secure
payment systems, to Spotify).

\(^{198}\) Apple itself ran a popular ad campaign with the slogan “There’s an app for that.” \textit{See}
Brian X. Chen, \textit{Apple Registers Trademark for “There’s an App for That,”} \textit{WIRED} (Oct. 11, 2010),
https://www.wired.com/2010/10/app-for-that.
same for the iOS version of the battle royale game but for Apple’s restrictions on installation of apps from third-party sources. 199

These supposed efficiency justifications crumble further in the face of three LRAs. First, Apple would actually profit more from offering lower fees to the big apps, and that it has not done so suggests ill intent implying likely anticompetitive effect. Netflix, for example, generated $853 million in 2018 revenue on iOS before it pulled out of IAP, which means Apple’s 30% take from Netflix alone was around $256 million in that one year. 200 For Apple to offer a more acceptable 10% rate and get 10% of $853 million would be much better than getting 30% of nothing when these apps pull out. 201 But Apple has chosen to forgo these enormous profits, which suggests it is expecting even more gains from restraining these apps.

Second, the claimed quality control, security, developer support, and promotional efficiencies are not causally related to the IAP tie and the 30% tax, and they likely would have been provided regardless. To protect iPhone’s deliberately cultivated status as a premium brand, Apple would hardly allow its apps’ quality control or security to slip. Indeed, Apple’s own Mac computer does not tie its app-purchase system to digital goods distribution, but it is still secure and has decent quality control by Apple’s own account. 202 Similarly, Apple offered quality control, developer support, and app promotions to subscription apps before it imposed the 30% tax and IAP on them in 2011. 203 Furthermore, broad-based developer support is a sine qua non for all successful modern software platforms, and such support is routinely offered without an expensive 30% tax. 204 In fact, Apple already charges a $99 annual


201. An argument can be made that perhaps Apple should pay these big apps rather than the reverse, as Apple can get more revenue from the increased demand for the iPhone generated by these popular apps.


203. See text accompanying note 124.

204. See MICROSOFT DEVELOPER, https://developer.microsoft.com/en-us (offering support tools); Microsoft Store Team, A New Microsoft Store Revenue Share Is Coming, WINDOWS BLOGS (May 7, 2018), https://blogs.windows.com/windowsdeveloper/2018/05/07/a-new-microsoft-store-revenue-share-is-coming (charging a mere 5%).
a developer fee for support tools needed to develop, test, and distribute apps.\footnote{See Membership Details, \textit{APPLE DEVELOPER PROGRAM}, https://developer.apple.com/programs/ whats-included (last visited Jan. 4, 2021).}

Finally, promotions are also independently provided through Apple’s Search Ads program. This program advertises apps for a fee when users conduct searches and is expected to generate $2 billion in 2020.\footnote{See Lauren Feiner, \textit{Apple’s App Store Ads Could Be a $2 Billion Business by 2020, Bernstein Analyst Predicts}, CNBC (Oct. 22, 2018), https://www.cnbc.com/2018/10/22/apple-app-store-ads-to-be-2-billion-business-by-2020.html.} It is thus disingenuous to say that without the 30% fee Apple would not be able to provide these efficiencies.

Third, if Apple’s IAP provides clear security and ease of use benefits, users and developers will adopt it as a matter of choice. As the Fourth Circuit has held, if security is the concern, the tying firm “could have required its dealers [or developers in Apple’s case] to inform their customers” of the alternative payment mechanism developers offer and their associated security risks (as Apple already does with Mac apps from third-party sources).\footnote{Metrix Warehouse v. Daimler-Benz A.G., 828 F.2d 1033, 1041 (4th Cir. 1987).} Citing the Supreme Court, the court observed that “any intrinsic superiority of the ‘tied’ product would convince freely choosing buyers to select it over others, anyway. Perceived consumer expectation, without more, will rarely justify an unlawful tie-in.”\footnote{Id. (internal quotation marks omitted) (citing Times-Picayune Publishing Co. v. United States, 345 U.S. 594, 605 (1953)).} This unchosen LRA based on information and buyer choice, rather than a forced tie, offers much of the same benefit claimed and is much less restrictive. No efficiency justification here can therefore outweigh the significant harm the IAP tie creates.

B. IMPAIRING RIVALS

Many of Apple’s other practices impairing rivals and favoring its proprietary apps may have potential efficiencies related to quality control, privacy, and integration, but they can again be achieved through less restrictive alternatives. Apple may claim, for example, that restricting third-party apps’ notification-based promotions, access to user data, NFC, and certain other iPhone features may improve user experience and security.\footnote{See, e.g., Slivka, \textit{supra} note 155.} As noted above, quality control is not a justification if a less restrictive means exists to ensure quality, such as specifying standards.\footnote{See text accompanying notes 207–208.} Apple can thus simply require third-party apps to meet certain quality standards for promotions or data and NFC access instead of banning these apps outright. This alternative is often viable...
as evidenced by the parental control app incident.\textsuperscript{211} Similarly, if prominent promotions for Apple’s apps help launch desirable products, similar openings should be available to third-party developers (e.g., by auction) who will pay for such services to the extent their apps are valued by users and thus profitable.

Apple can also offer users information and choice that will allow them to decide for themselves whether they desire certain claimed benefits. For example, Apple could allow users to turn off Apple’s promotions for its proprietary apps as well as those from third-party apps instead of forcing Apple’s ads while prohibiting third-party promotions; or Apple could also ask users for permission before sending Apple ads when Apple already requires other apps to do so.

Discriminatory access to certain private APIs presents a trickier issue. Opening iPhone’s NFC and Siri features to third-party apps may require Apple to create and maintain certain protocol outside access, which may involve non-trivial technical costs. This burden may justify a slightly delayed rollout for third-party support. However, the benefits from competition that incentivize developers to offer better deals and more choices to consumers as a result of opening access may significantly outweigh the non-negligible but not prohibitive cost of creating public APIs for key features such as Siri and NFC. As access to voice control is quite important for music apps and NFC is essential for modern proximity payment apps, the competitive harm from not opening access likely dominates over the technical costs.

Either Apple’s restrictions on third parties are not causally necessary to the claimed benefits or substantially less restrictive alternatives exist. As a result, Apple’s claimed efficiencies provide no sufficient defense for the significant harm of its exclusionary conduct. Apple has therefore abused its dominance to force the IAP tie and expand its monopoly in the smartphone platform market. The fortress of its walled garden keeps out not only competition but also innovations that could transform the future of technology, to the detriment of the entire digital economy and hundreds of millions of consumers. Accordingly, Apple’s conduct violates antitrust law for illegal tying and monopolization.

Current judicial doctrines on monopoly leveraging and refusal to deal, however, may impede enforcement against platforms’ abuse of dominance. Antitrust law thus needs new tools to contain the rise of consumer platform abuses in the twenty-first century.

\textsuperscript{211} \textit{See} text accompanying notes 154–158.
VIII. ANTITRUST FOR THE 21ST CENTURY

As Parts IV-VII have shown, Apple has leveraged its dominance to expand its mobile platform monopoly, harming competition and consumers. Its conduct should therefore be condemned under antitrust law’s general monopolization standard. Yet courts often follow precedents on specific exclusionary conduct with a restrictive reading of what constitutes monopolization. Monopoly leveraging and refusal to deal doctrines, for example, put a high burden of proof on plaintiffs to show exclusionary outcomes as discussed in Part II.212 This judicial reluctance to recognize exclusionary conduct may even spill over to tying claims that resemble refusal to deal, letting otherwise illegal tying pass under judicial watch. This Part exposes the misplaced assumptions behind these doctrines and calls for a doctrinal reform.

A. RECONSIDER LEVERAGING

When platform operators such as Apple leverage their power to restrict downstream markets on a platform through exclusion and discriminatory treatment of rivals, significant competitive distortions and consumer welfare losses can result as shown in Parts V and VI. Relying on the “one monopoly profit” theory as discussed in Part II, however, the current leveraging doctrine requires dangerous probability of monopolization in downstream markets to prove illegality, despite significant harm from expanded monopoly even short of achieving monopoly power in these secondary markets.213

Apple’s example pokes a conspicuous hole in the Chicago School’s theory of benign leveraging embraced by courts today.214 The “one monopoly profit” theory courts rely on rests on special assumptions that do not hold true for platform markets. It ignores transaction costs and assumes static market competitiveness215 and rational actors. As Parts III-VII have documented, significant information costs from limited consumer and small business resources and capabilities mean that buyers in platform markets systematically do not take secondary market prices into full account;216 strong lock-ins across product ecosystems prevent platform users and partners to switch away even when they become aware of supracompetitive prices;217 and the temptation of

212. See supra text accompanying notes 36–48.
213. See supra text accompanying notes 36–42.
214. See supra text accompanying notes 34–42.
216. See supra Sections III.A–B, IV.B–C.
217. See supra Sections III.C, IV.B–C.
successive monopolies and network effects in both upstream and downstream markets incentivize dominant firms to employ even inefficient leveraging to preserve and expand their profitable dominance.\textsuperscript{218} As a result, iPhone users have to pay supracompetitive prices for both the iPhone and many key apps as well as tolerate experience and innovation losses without the practical ability to switch away to more efficient choices when Apple leverages its power downstream.\textsuperscript{219} Although Apple could indeed monopolize certain markets with its totalizing control such as in contactless proximity payment and parental control markets, the competitive harm of its conduct does not depend on its monopoly status downstream but rather upstream—as shown by damages in many other markets (e.g., streaming music) even without such complete exclusion.\textsuperscript{220}

Courts should thus recognize leveraging’s exclusionary effect when there are significant information and switching costs and strong network effects. Accordingly, they should reestablish monopoly leveraging as an independent category of exclusionary conduct that can violate Section 2 of the Sherman Act without necessarily requiring a dangerous probability of monopolization of the second market, as they did before the Chicago School era.\textsuperscript{221} Courts should also jettison the associated burdensome and unnecessary market definition requirement for downstream markets affected by leveraging.\textsuperscript{222} Courts should allow plaintiffs to focus on proving actual harm as long as such harm is substantial enough (e.g., worth over a monetary threshold such as $10 million). Such reform will better address the often very significant harm from platform monopolists that escapes the ambit of current Section 2 doctrines.

In administering the new leveraging doctrine, an LRA-based approach may help limit overly expansive enforcement that could discourage efficient leveraging. While monopoly leveraging can have significant harms as Part VI demonstrates, it is possible to have certain efficient vertical integration. For example, Apple may better coordinate internally about what software features to adopt for a new phone, which might benefit both Apple’s apps and third-party apps. If the new features make Apple’s apps work better without making third-party apps function worse, such leveraging should be preserved. The LRA-based approach preserves bona fide efficiencies when no equally

\textsuperscript{218} See supra Sections III.D, IV.A, VI.A; Feldman, supra note 191; Whinston, supra note 76; Brian, supra note 76; Carlton & Waldman, supra note 76.

\textsuperscript{219} See supra Sections IV.B-C, V.B, VI.A.

\textsuperscript{220} See supra Sections VI.A-B.


\textsuperscript{222} See supra text accompanying notes 37–40.
effective and less restrictive alternatives exist, while screening out pretextual efficiencies and unnecessary restrictions.  

B. RATIONALIZE THE REFUSAL TO DEAL DOCTRINE

Similar to the flawed leveraging doctrine, courts should reconsider their narrow interpretation of the refusal to deal doctrine. Apple’s exclusion and discriminatory treatment of rival apps entail “unreasonable terms and conditions” that constitute effective refusal to deal. Courts, however, have singularly focused on ending a prior course of dealing as the requirement for illegal refusal to deal. With the changing dynamics of platform markets, judges should be less rigid in recognizing alternative reasons for illegal refusal to deal—in particular, platforms’ role as the essential infrastructure of the modern digital economy and the dangers of installed-base opportunism.  

First, platforms’ role as today’s essential digital infrastructure further cautions against judicial hostility to refusal to deal claims. Current literature has extensively documented the infrastructural nature of tech platforms as computer and smartphone operating systems, cultural and political public forums, and e-commerce platforms, finding strong positive spillovers from their open access. Platforms’ essential role in combating COVID-19 recently has underscored their social importance. The positive externalities from their openness mean restricting access to key platforms, such as Apple’s

223. See supra Part VII. 
224. See supra text accompanying notes 45–48. 
225. See MetroNet Servs. Corp. v. Qwest Corp., 383 F.3d 1124, 1132 (9th Cir. 2004) (holding terms that “would not be profitable for the plaintiff [or competitor to the monopolist defendant] to accept” was a “practical refusal to deal”). 
227. See Geoffrey Parker, Marshall Van Alstyne & Xiaoyue Jiang, Platform Ecosystems: How Developers Invert the Firm, 41 MGMT. INFO. SYS. Q. 255 (2017) (showing that open access is more advantageous than closed organization for platform firms such as Apple, Google, and Microsoft, with significant knowledge spillovers); Brett Frischmann & Spencer Weber Waller, Revitalizing Essential Facilities, 75 ANTITRUST L.J. 1, 55 (2008) (finding that Microsoft’s Windows operating system’s “downstream externalities for both software developers and individual computer users are both immense and incalculable”); Frank Pasquale, Dominant Search Engines: An Essential Cultural & Political Facility, in THE NEXT DIGITAL DECADE 401 (Berin Szoka & Adam Marcus eds., 2011); Jean-Christophe Plantin, Carl Lagoze, Paul N. Edwards & Christian Sandvig, Infrastructure Studies Meet Platform Studies in the Age of Google and Facebook, 20 NEW MEDIA & SOC’Y 293 (2016); Zachary Abrahamson, Comment, Essential Data, 124 YALE L.J. 867, 879 (2014); Lina M. Khan, Amazon’s Antitrust Paradox, 126 YALE L.J. 710, 802 (2017). 
228. See, e.g., Brian Fung, The Pandemic Is Playing to Almost Every One of Amazon’s Strengths, CNN (Apr. 9, 2020), https://www.cnn.com/2020/04/09/tech/amazon-dominance-coronavirus ("As the coronavirus pandemic has forced people to stay inside, few companies have proven themselves as essential as Amazon.").
smartphone ecosystem, has negative consequences beyond what is incorporated in their private profitability calculations.

Antitrust law’s essential facilities doctrine, now dormant but once active in the era of deregulation, in many ways represents courts’ recognition of the social importance of maintaining reasonable access to essential infrastructure. As such infrastructure facilities derive the bulk of their social value from downstream innovations—for example, by the millions of apps on iPhone rather than the metal bar itself and its basic software framework—courts have required them to open access to downstream market players who might compete with the owner of the infrastructural input to facilitate social innovations. Following this history, courts today should also take into account the infrastructural nature of tech platforms and reconsider the risk of their refusal to deal.

Second, Apple’s discriminatory treatment of rivals on its platform serves as an example of installed-base opportunism and militates against the rigid refusal to deal doctrine. When the App Store was launched in 2008, subscription-based third-party apps were free to choose their own payment methods, including non-IAP alternatives. Developers arrived in droves to create hundreds of millions of apps for the iPhone, a critical factor in iPhone’s success. In 2011, however, Apple limited subscription apps’ payment choice to Apple’s own IAP system which requires a 30% tax. This move hurt developers’ businesses and started a trend where Apple increasingly tries to capture the benefits of the platform for its own profits rather than for the developers who have created the hundreds of millions of apps that attract users.

229. See Frischmann & Waller, supra note 227, at 8, 10–17.

230. Courts have applied the essential facilities doctrine to infrastructure such as railroad bridge, power utility, and telephone networks. See United States v. Terminal R.R Ass’n of St. Louis, 224 U.S. 383, 411–13 (1912); Otter Tail Power Co. v. United States, 410 U.S. 366, 380–83 (1973); MCI Commc’ns Corp. v. AT&T Co., 708 F.2d 1081, 1132–33 (7th Cir. 1983).

231. See TREEHOUSE, supra note 124 (“Apple just dropped a nuclear bomb on all of us . . . . Apple will not allow you to encourage your iOS customers to pay for your subscription service outside the App Store fence.”).

232. See Garcia-Swartz & Garcia-Vicente, supra note 72, at 883, 889 (finding that “the iPhone did not really take off before the opening of the App Store” and that each extra app by developers is associated with 271–386 additional users). Apple itself also admitted the importance of developers: “[i]f third-party software applications and services cease to be developed and maintained for the Company’s products, customers may choose not to buy the Company’s products.” Apple Inc., Annual Report (Form 10-K) (Oct. 30, 2020), https://sec.report/Document/0000320193-19-000119.

233. See TREEHOUSE, supra note 124; Gruber, supra note 124.
In the early days of the App Store, Apple also had little presence in the subscription app market. Given the uncertainty of what was a whole new platform, developers reasonably did not fully expect that Apple would later enter this market and compete directly with them in such a sweeping fashion as it does now, often using its power as the App Store gatekeeper to disadvantage rivals and tip the competitive balance in its own favor. Apple’s discriminatory treatment of Spotify, a competitor to its Apple Music app in the streaming music market as detailed in Sections V.B and VI.A, is an emblematic example of such a trend. In all these cases, third-party app developers have played a crucial role in the success of the Apple ecosystem but are now expropriated by Apple who imposes its power to claim more than its fair share of the platform proceeds.

Apple’s conduct further threatens the platform economy’s long-term sustainability. Allowing Apple to abuse the system and expropriate third-party developers can deter the investment of future developers and potential participants in other platforms. Knowing that platforms will exploit them, platform participants are less likely to invest in the platform in the first place. Professor Carl Shapiro has spoken about this phenomenon which he terms “installed-base opportunism”:

[I]n a network industry, a firm might obtain a dominant position based in part on certain “open” policies that induce reliance by complementary firms, and then later exploit that position by offering less favorable interconnection terms or by refusing to interconnect with them altogether ... Fear of opportunism can dull the incentives of other parties—downstream firms, suppliers of complements, rival networks, or final customers—to make investments.

Apple’s relatively early openness and its growing self-preferencing intervention in downstream app markets similarly risk reducing future investments in the platform. As a result, if Apple’s conduct is allowed, iPhone users would increasingly experience fewer and less impactful innovations on the platform as developers shy away, a net loss for consumer welfare.

If this kind of self-preferencing is allowed with impunity, platforms in general will see less investment from third parties who fear ex post expropriation. Despite their many flawed practices, tech platforms have also in many ways been engines of innovation, creating millions of jobs and

234. See supra text accompanying notes 17–20.
providing significant consumer benefits. However, without the active and often passionate participation of third-party app developers, merchants, news publishers, and other players, these platforms would not have been able to achieve all these welfare improvements. As potential platform participants grow wary, future platforms will find it harder to grow their ecosystems and drive innovation. The net result will be a loss of productivity growth and consumer welfare on an economy-wide level and particularly in innovative markets where platforms tend to provide unique value.

Ultimately, monopolists’ prior dealing should serve only as a heuristic—a useful evidentiary device, but not the sole determinant of illegal refusal to deal. If a party abruptly ends a voluntary and thus likely profitable contract, it often suggests some ill intent behind the move to hurt competitors. However, many other refusal scenarios can have exclusionary effects, as this Part has shown. Narrowly focusing on but one cause of anticompetitive harm in refusal to deal cases, as courts do now, will only cause them to overlook damaging exclusionary conduct that will likely be increasingly common by tech platforms in multilayered network markets that provide strong incentives for refusal to deal everywhere. Worse, such judicial reluctance to recognize anticompetitive refusal to deal may even spill over to tying claims that resemble refusal to deal. As the remedy for illegal tying is to untie a forced combination of transactions, it often means requiring the antitrust defendant to be more open and deal with third parties—non-Apple payment systems on iOS, for example. Judges hostile to refusal to deal claims may very well let such anticompetitive tying pass, which would otherwise be illegal under current case law on tying. Doing so would leave consumers vulnerable to anticompetitive harm.

Courts should thus unanchor the refusal to deal doctrine from the prior dealing requirement, at least for tech platforms, when refusal to deal excludes competitors despite the presence of LRAs, as the Seventh Circuit recently hinted. One concern about refusal to deal remedies is that specifying the

---

237. See 3B AREEDA & HOVENKAMP, supra note 81, ¶ 772 (“Refusals to deal in dominated, path-dependent networks . . . can resemble tying arrangements.”).
238. See id. (stating that current law on refusal to deal is “overinclusive” as judges consider refusal to deal “virtually per se lawful”).
239. See supra Section V.B.
240. See Viamedia, Inc. v. Comcast Corp., 951 F.3d 429, 463 (7th Cir. 2020) (“We leave open the question whether allegations of short-term losses are necessary . . . . [O]ther factors—such as a prior course of conduct, exploitation of power over a cooperative network, refusal to sell at retail price, and discriminatory treatment of rivals—could plausibly support the inference that a refusal to deal is prompted . . . by anticompetitive malice.” (internal citation and quotation marks omitted)).
terms of the required deal may turn judges into regulators, who may not be in the best position to dictate what constitute efficient terms. Using LRAs as a basic approach for providing refusal to deal remedies, however, can allow plaintiffs to put forth specific alternatives which can achieve similar efficiencies with less restrictive means, as Part VII has demonstrated. This would alleviate the courts’ job because they would only need to evaluate specific alternative scenarios already provided and their marginal benefits over the status quo instead of having to compare the aggregate balance of harm and benefits and devise a comprehensive scheme of remedy.

C. RECALIBRATE ENFORCEMENT: CLASS CERTIFICATION AND PRIVATE-PUBLIC DIVISION OF LABOR

U.S. antitrust law can be enforced by either private litigants or government agencies such as the FTC and DOJ. This dual-track system often gives different roles to private parties and the enforcement agencies in upholding antitrust law due to their different capabilities and strengths. The consumer platform economy today has brought about important changes to market dynamics and the need to reimagine antitrust law. These shifts require a careful recalibration of antitrust enforcement laws and the division of labor between private and public enforcers to bring the new antitrust regime to reality.

This Section explores (1) the difficulties of private class actions against dominant consumer platforms and the importance of permissive class certification standards, which are critical for ensuring the viability of private antitrust enforcement, and (2) the need for expanding public enforcement as well as new agency priorities (especially investigating possible LRAs, expanding current doctrines, and enforcement on behalf of small players) in the age of consumer platforms.

1. Private Class Actions

Class actions play a vital role in the private enforcement of U.S. antitrust law thanks to their role in “aggregating large numbers of small claims, which otherwise would [be] nearly impossible to litigate on an individual basis.”

---


doing so, private enforcement generates deterrence “by multiplying the total resources committed to the detection and prosecution” of antitrust violations. 244 The Supreme Court has also recognized that “private enforcement . . . provides a necessary supplement” to public enforcement given the latter’s limited resources.245

In reality, however, class actions in general often do not live up to their promise, principally due to agency problems. Because class attorneys are “unconstrained by the dictates or interests of a specific client,” four important factors misalign their incentives with plaintiffs’ and in turn the goal of private antitrust law: (1) risk aversion as the attorney is more invested in the litigation, has more to lose, and thus is more willing to settle early often for inadequate amounts; (2) collusion between attorney and defendant that produces a lower settlement amount but higher attorney fees; (3) lack of property rights in the litigation so that other attorneys can join and reduce the award to each attorney; and (4) greater search costs compared to non-class litigations, as the class attorney cannot get much information from his clients due to their tenuous attorney-client nexus and would thus need to “play private detective.”246

Class actions against dominant consumer platforms face further difficulties. First, search costs are even greater in these cases. The hundreds of millions of individual consumers and small businesses (e.g., app developers) on a platform usually have even less information about the defendant than traditional antitrust plaintiffs. These plaintiffs mostly consist of the defendant’s competitors or downstream businesses suing their suppliers247 that tend to be more sophisticated firms and deal with the defendant on a closer basis than the fragmented platform participants today which only deal with tiny parts of a giant platform.

Second, the diverse demand and supply dynamics of a broad-based consumer platform pose significant challenges to class certification, in turn chilling plaintiffs’ and attorneys’ incentives to pursue lawsuits. To bring a class action and claim damages as compensation, plaintiffs must first certify as a class by meeting certain requirements. These requirements include predominance under Civil Procedure Rule 23(b)(3), which says “questions of

246. Coffee, supra note 244, at 229–34.
law or fact common to class members predominate over any questions affecting only individual members.”

Predominance for the question of damages can be particularly fraught for consumer-platform plaintiffs. To prove common questions of damages, plaintiffs often must offer a model that can calculate classwide damages susceptible to common evidence. However, dominant platforms’ anticompetitive conduct often span the multitude of their products and services, targeting very different groups and causing harms to different degrees. For example, Apple’s exclusionary conduct happens across its IAP tie, its limits on third-party access to NFC and Siri, and its self-preferencing over push-notification advertising, affecting developers and consumers in different markets. A complete absence of alternative NFC payment apps and suppressed innovation in the streaming music market due to Apple’s restrictions on rivals’ promotions likely result in divergent consumer losses, which would need different evidence to calculate. Moreover, heterogeneous supply and demand on a broad-based platform means even the same conduct may have divergent impacts on different groups. While Apple’s 30% tax is consistent across apps, developers who have different levels of profit margins may act differently in the alternative world with an LRA of, say, 5% Apple tax for optional IAP usage—some may choose the IAP system for secure transaction processing; some might not if their margins are too low.

As the existence of individual conduct impacts supply and demand factors and precludes the exclusive use of common evidence for a model that estimates damages reliably, the diversity in the degree of anticompetitive harm across groups may thus impede certification of a class that includes all platform participants. But without forming a class, small individual plaintiffs (and their lawyers) have little incentive to bring an expensive lawsuit just to recover a small amount of individual damages, effectively defeating private antitrust enforcement.

A heightened pleading standard in recent case law further complicates class certification. Traditionally, courts have certified classes even if individual questions of damages predominate over common ones, as long as antitrust liability still presents common issues—that is, as long as plaintiffs can use common evidence to prove antitrust violations, they can proceed as a class to prove liability first and then determine damages individually afterwards.

250. See supra Sections III.A, IV.B.
251. See 1 Antitrust Law Developments, supra note 248, at 837.
However, after the Supreme Court in a 5–4 decision instructed courts to “probe behind the pleadings before coming to rest on the certification question” to meet predominance standards, some lower courts have been closely examining even damages at the certification stage to determine whether they form questions common to the class and have denied certification if they do not. This recent development thus frustrates class actions at an earlier stage and further chills private incentives to police antitrust violations.

Fortunately for antitrust plaintiffs, this recent line of cases has not dominated in all courts, and a circuit split currently exists over whether common questions regarding damages are necessary for class certification. There is a strong argument that they should not be necessary, especially for consumer platform plaintiffs.

First, the drafters of the Civil Procedure rules explicitly stated that it is “an appealing situation for a class action . . . despite the need, if liability is found, for separate determination of the damages suffered by individuals within the class,” signaling the intent of the rule. Second, “the predominance requirement calls only for predominance, not exclusivity, of common questions” as some courts have noted. As long as liability, the main question in an antitrust case, presents common questions rather than individual ones, the class action will be mostly based on common issues. Third, Civil Procedure Rule 23(c)(4) directs that “an action may be brought or maintained as a class action with respect to particular issues.” Courts may thus certify a class in which only certain but not all issues in the underlying controversy are to be resolved collectively.

These class certification rules that allow separate adjudications for liability and damages are particularly important for consumer platform plaintiffs. These plaintiffs already face special difficulties over common issues of damages. If certification is simply banned over individualized questions of damages, consumer platform antitrust class actions would effectively be

252. Comcast, 569 U.S. at 33.
254. See id. at 214–16.
258. See Kamenir, supra note 253, at 262.
foreclosed despite having predominantly common underlying questions of antitrust liability. The supposed alternative—individual actions—is practically impossible for most platform monopoly victims given their numerosity and lack of financial resources to afford a protracted legal fight against lavishly funded tech giants. It is thus critical to separate class certification from questions of damages at least at the initial stage of the lawsuit.

Two other class certification principles that correctly interpret “predominance” as actual predominance as opposed to exclusivity are also important for courts to adopt in consumer-platform class actions. If a question fails to affect every class member, it does not mean that it affects “only individual [class] members.” Instead of this dichotomy, there is a continuum between questions common to all class members and those specific to only individual members. Along this continuum are issues common to important subgroups of the class. For example, the anticompetitive effect of Apple’s self-preferencing conduct in the streaming music app market is an issue common to all streaming music users on iOS. Such users constitute an important subgroup of the iPhone user class given their likely significant representation in a consumer platform class action against Apple. Yet the effect of Apple’s conduct in this market is not an issue common to non-music listeners in the class. The same goes for the issue of NFC foreclosure to mobile payment users. As long as the relevant subgroups are important enough for issues common to them to collectively predominate truly individualized issues, class certification should be granted. As such industry subgroups affected by platform abuse of dominance are likely common, this interpretation of the predominance element will be important to preserve incentive for private enforcement against dominant platforms.

Second, class certification should not be denied just because some class members are not injured. Given the enormous number of platform users, there will probably be a small number of them who have not purchased any apps and may not have purchased any even absent anticompetitive behavior. With the enormous scale of today’s consumer platforms, however, even a small percentage of uninjured users may seem large in absolute terms. It is thus important not to deny certification based merely on this small number of users; otherwise it would similarly preclude class actions against platforms in effect.

While both principles may seem sensible if not obvious, some courts unfortunately do not adopt them or do not consistently do so despite many of their peers’ acceptance. It is therefore worth reiterating the importance of

260. See id. at 173–81.
these principles particularly in today’s consumer platform economy, where private actions will often be effectively foreclosed by a contrary policy.

Perhaps a more radical proposal for easing class certification is to allow averaging impact to satisfy the commonality requirement for certain parts of damages. For example, to produce a class for the purpose of overall damages determination, cases can aggregate and average diverse damages for app developers who may pay different rates for in-app transaction processing in an alternative scenario without a forced IAP and 30% tax. This can again ease the litigation burden for each small developer who would otherwise need to bring the suit or participate in the damages proceeding independently. As each would need to hire their own expensive lawyers which may eat up much of the litigation award, a rule prohibiting average impact may again effectively eliminate private actions.

In fact, a Supreme Court class certification case already permitted statistical averaging. In *Tyson Foods v. Bouaphakeo*, plaintiffs averaged workers’ production times to demonstrate predominance of common questions. While the Court refused to promulgate any general rules apart from the specific facts of the case, it can be a sensible rule when averaging is possible and not far from the actual damages for a class. It would remove a major obstacle to private enforcement of antitrust violations by offering more proportionate incentives for class attorneys, reduce their risk aversion, and better align attorney and plaintiff incentives.

2. Public Enforcement

A public-private partnership in antitrust enforcement offers a useful baseline to determine the role of agencies and identify their priorities in enforcing antitrust law in today’s consumer platform economy. John Coffee has observed a model of antitrust public enforcement that focuses on detection with its investigative resources, works on cases likely to generate publicity and political visibility, and breaks new legal ground and sets legal precedents, but is less interested in the financial damages recoverable. Private plaintiffs, on the other hand, piggyback on successful agency actions to recover damages with their greater experience in litigation, offering greater and often more proportionate deterrence beyond “the modest [agency] fine

\footnote{On average, 60% of an antitrust award can go to litigation costs. See Ira M. Millstein, *The Georgetown Study of Private Antitrust Litigations: Some Policy Implications*, in *PRIVATE ANTITRUST LITIGATION* 399, 402 (Lawrence J. White ed., 1988). Distribution of an award amongst developers can be determined after the proceeding through negotiations. So averaging the damages for certification purposes does not necessarily mean equally distributing the award.}

\footnote{See 136 S. Ct. 1036, 1049 (2016).}

\footnote{See Coffee, *supra* note 244, at 228, 228 n.28.}
schedules that are authorized by law”—which top at $1 million for a corporation whereas private damages or settlement amounts can reach billions of dollars.  

Given this public-private enforcement dynamic, enforcement agencies should be more active overall to provide evidence, explore specific LRAs, expand leveraging and refusal to deal doctrines, and pay particular attention to small players.

First, agencies need to be more active in bringing lawsuits against dominant consumer platforms to provide evidence. Three factors underincentivize consumer platform class attorneys even more than usual to obtain information and to bring enough suits: (1) the significant search costs for private class actions overall, (2) currently stringent class certification standards for damages that pose special difficulties to platforms, and (3) the complexity of platform market power and the dynamic mechanisms of harm. Although agencies are already investigating major tech platforms, they should be more aggressive in bringing actions or otherwise issuing public reports detailing their findings, which can help private enforcement with information from investigations. To aid this expansion, Congress should provide more resources to the DOJ and FTC antitrust divisions by providing bigger budgets, more personnel, and private market-competitive salary as commentators have argued.

Second, agencies should actively explore possible LRAs to anticompetitive conduct using their greater investigate resources. LRA proposals can be extremely fact-intensive, as Sections III.D and IV.C have demonstrated, making them unsuitable for private class actions which lack information. The current underuse of LRAs may well be a result of under-pleading by plaintiffs. With agencies leading the charge on evidence-finding that demonstrates LRAs, they can be enormously helpful in establishing liability for consumer platforms in what can otherwise be very tough balancing acts.

Third, agencies should try to expand the boundaries of antitrust law for consumer platforms. In particular, they should expand monopolistic leveraging and refusal to deal doctrines as argued in Section V.A, using their freedom to break new legal ground that more risk averse class action attorneys may not have.

---


266. See supra Part VII.
Fourth, agencies should pay particular attention to evidence that helps small players. While information is generally hard to come by for class attorneys, big plaintiffs tend to be better off. The more sizable of the class plaintiffs—for example the few big app developers such as Epic Games, Spotify, and Netflix—have greater information and incentive due to their higher stake in the litigation.\textsuperscript{267} Indeed, Spotify’s EU antitrust complaint and Epic’s lawsuit have produced significant information about Apple’s anticompetitive conduct that plaintiffs can use.\textsuperscript{268} In their investigations and litigations, the FTC and DOJ should thus spend significant amounts of time on possible LRAs and relevant facts that smaller players such as individual developers and consumers may not have the resources and capabilities to develop on their own. This focus can better make up for the gaps in private class action incentives and improve the efficiency of the division of labor between public and private antitrust enforcement in today’s consumer platform economy.

\section*{IX. CONCLUSION}

Before the age of the smartphone, two gigantic platforms successively dominated the tech world: IBM and Microsoft. IBM was the giant of mainframe computers that commanded the market. As the DOJ was strongly considering an antitrust lawsuit against the company for illegal tying, IBM preemptively unbundled its hardware and software offerings and opened up its software platform to outsiders. That move created the conditions for Microsoft’s operating system software to flourish.\textsuperscript{269} In the late 1990s, similarly motivated by what many believe was the threat of antitrust lawsuit and the desire to appease regulators, Microsoft opened up and made its Office software suite available not only on Windows but also on Apple’s computer operating system.\textsuperscript{270} This helped Apple survive its near-bankruptcy and made it possible for the company to create the iPhone a decade later.

In both cases, the dominant platform, facing imminent antitrust enforcement, opened itself to potential competitors. Both moves led to the creation of the next great platform. Antitrust law was doing its work even before litigation happened—although lawsuits were ultimately brought in both cases, a refreshing reminder that anticompetitive conduct will eventually be

\textsuperscript{267} See Coffee, supra note 244, at 223.
\textsuperscript{268} See Spotify Timeline, supra note 132; Hollister, supra note 106.
\textsuperscript{270} See id.
punished. This is how competition and innovation happen when antitrust law works.

But U.S. antitrust law has not worked in a long time. Antitrust enforcement has fallen to its slowest rate since 1970s. The Bush administration brought “a grand total of zero anti-monopoly antitrust cases” over eight years, and antitrust enforcement has not recovered ever since. Without the threat of antitrust law, tech platforms have been happily collecting their monopoly rents without fear of punishment.

Recent investigations are changing that, and a new toolbox is needed. This Note outlined the various harms tech platforms such as Apple have brought to consumers and competition. It also aimed to transform outdated antitrust assumptions with findings from the modern consumer platform economy. With a renewed understanding of competition dynamics, courts and enforcement agencies would be better equipped to address the challenges of the twenty-first century.

The free market does not always work on its own. With big data, armies of Ph.D. economists, and sharp understandings of consumer vulnerabilities, tech giants know the rules and loopholes of the market inside out. To build a fair marketplace where competition delivers innovation and consumer welfare, antitrust law must set the right boundaries.

---
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In January 2020, 72 intellectual property scholars signed on to an amicus curiae brief in support of Google’s position that it did not infringe Oracle’s copyright when it incorporated parts of the Java Application Program Interface (API) into its Android software, an issue that came before the U.S. Supreme Court in Google LLC v. Oracle America, Inc.

In ruling that the declarations of the Java API at issue in this case, as well as the structure, sequence, and organization (SSO) embodied in the declarations, were protectable expression as a matter of U.S. copyright law, the Federal Circuit’s 2014 Oracle decision adopted an erroneously narrow view of the Supreme Court’s decision in Baker v. Selden and of congressional codification of Baker’s exclusion of systems and methods from copyright’s scope in 17 U.S.C. § 102(b). Precedents from the Ninth and Second Circuits have persuasively held that program interfaces necessary for program compatibility are unprotectable by copyright law, decisions that the Federal Circuit either misconstrued or ignored.

The Federal Circuit also had a mistaken understanding of the merger doctrine as applied in computer program copyright cases. Its view is irreconcilable with Baker and other persuasive decisions. Case law from numerous circuits recognizes that when the design choices of subsequent programmers are constrained by the interface designs embodied in earlier programs, the merger doctrine applies so that programmers can reuse elements necessary to achieve compatibility.
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progress in the field of computer programming as well as advancing the science of computing, in keeping with the constitutional purpose of copyright law.
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I. INTRODUCTION

The Federal Circuit’s ruling against Google’s copyrightability defense in *Oracle America, Inc. v. Google Inc.*\(^1\) misconstrued the text of the Copyright Act, Supreme Court rulings, as well as software copyright case law persuasively establishing that interfaces that enable compatibility among programs are unprotectable by copyright law, thereby disrupting settled expectations of this $845 billion industry.\(^2\) The U.S. Supreme Court granted Google’s petition for certiorari and reviewed the Federal Circuit’s decision in its October term 2020, ultimately deciding the case on fair use grounds.\(^3\)

---

\(^1\) 750 F.3d 1339 (Fed. Cir. 2014). For a detailed discussion of this case and the Federal Circuit’s ruling on copyrightability, see, for example, Pamela Samuelson, *Functionality and Expression in Computer Programs: Refining the Tests for Software Copyright Infringement*, 31 BERKELEY TECH. L.J. 1215 (2016). After the Federal Circuit’s copyrightability ruling in 2014, Google petitioned the Supreme Court for review, which the Court denied in 2015. Subsequently, a jury found that Google’s use of the Java API packages was a fair use, but the Federal Circuit reversed, concluding that Google’s use was not fair as a matter of law. *Oracle Am., Inc. v. Google LLC*, 886 F.3d 1179, 1186 (Fed. Cir. 2018). The Supreme Court agreed to review the Federal Circuit’s decisions regarding both copyrightability and fair use.


\(^3\) Oral argument in the *Google* case was originally scheduled for March 24, 2020, but because of the coronavirus pandemic, the Court moved this matter to its calendar for the October term 2020. On May 4, 2020, the Court requested supplemental briefing on the appropriate standard of review of the jury’s fair use finding in favor of Google. Both parties
Until the Court of Appeals for the Federal Circuit’s 2014 Oracle decision, software developers felt free to compete and innovate in the development of compatible software because major decisions from the Courts of Appeals for the Second and Ninth Circuits had established that copyright law does not protect software interfaces that enable the development of compatible programs. These cases and their progeny recognized that unlike conventional literary works, computer programs are highly utilitarian. They embody many copyright-unprotectable elements, such as compatibility-enabling interfaces, that must be filtered out before making infringement determinations. Computer programs consequently receive a relatively “thin” scope of copyright protection to ensure that subsequent programmers can freely reuse unprotectable elements in developing their own programs. As a matter of copyright law, the pro-compatibility decisions are sound as they facilitate fair competition by those who write new code while preserving copyright’s role in protecting software from piracy and other wrongful appropriations.

The Federal Circuit’s 2014 Oracle decision was a radical departure from these precedents and directly contradicted their rulings. It adopted an unduly narrow view of the Supreme Court’s ruling in Baker v. Selden, which excluded methods, systems, and their constituent elements from copyright’s scope. It ignored Congress’s codification of the method/system exclusions. It misconstrued the case law properly interpreting those exclusions in relation to program interfaces. The Federal Circuit also misapplied the merger doctrine and case law persuasively holding that interfaces that enable compatibility are unprotectable by copyright law. Because of the Federal Circuit’s numerous filed their respective supplemental letter briefs on August 7, 2020. The Court heard oral argument on October 7, 2020.

5. See Altai, 982 F.2d at 712; Accolade, 977 F.2d at 1524.
8. The District Court in Oracle relied on both the § 102(b) method/system exclusions and the merger doctrine in its analysis of the copyrightability issue. This practice is common. Once an author devises a particular method or system, there may be relatively few ways to express it. See, e.g., Ho v. Taflove, 648 F.3d 489, 497–99 (7th Cir. 2011) (analyzing the copyrightability of a scientific model and equation under § 102(b) and the merger doctrine); Hutchins v. Zoll Med. Corp., 492 F.3d 1377, 1383–85 (Fed. Cir. 2007) (analyzing the copyrightability of the process of CPR and standard instructions for performing that process under § 102(b) and the merger doctrine); MiTek Holdings, Inc. v. Arce Eng’g Co., Inc., 89 F.3d 1548, 1556 n.19, 1557 n.20 (11th Cir. 1996) (analyzing application of copyright to a command tree structure under § 102(b) and the merger doctrine); Atari Games Corp. v. Nintendo of Am., Inc., 975 F.2d 832, 839–40 (Fed. Cir. 1992) (analyzing the copyrightability of a data stream for unlocking a console under both § 102(b) and the merger doctrine).
errors in analyzing Google’s copyrightability defense, the Supreme Court would have been justified in overturning the Federal Circuit’s ruling. Programmers should have to write their own implementation code, as Google did, but interfaces that enable compatibility should be free from copyright restrictions.


Freedom to compete and innovate in the development of compatible software was first recognized in the Second Circuit’s landmark decision in *Computer Associates International, Inc. v. Altai, Inc.*

It held that interfaces of computer programs that enable compatibility are unprotectable by copyright law.

It concluded that Altai did not infringe by reimplementing the same interface as Computer Associates in its competing scheduling program.

Later that year, the Ninth Circuit in *Sega Enterprises, Ltd. v. Acclaim, Inc.*, which cited approvingly to *Altai*, decided that the functional requirements for achieving compatibility are unprotectable by copyright law.

It characterized these requirements as “interface procedures” that are excluded from copyright protection under 17 U.S.C. § 102(b).

*Acclaim* was thus free to adapt its videogames so that they could run on Sega’s popular platform. Other courts followed these precedents.

*Altai* and *Acclaim* recognized that the essentially utilitarian nature of computer programs means they embody many copyright-unprotectable elements, including interfaces that enable compatibility, hence programs enjoy “a relatively weak barrier against public access” to those unprotected elements. This ensures that subsequent programmers can reuse those elements in developing their own programs.

---

9. 982 F.2d 693 (2d Cir. 1992).
10. *Id.* at 710.
11. *Id.* at 715.
12. 977 F.2d 1510 (9th Cir. 1992).
13. *Id.* at 1522.
14. *Id.*
15. See, e.g., *Bateman v. Mnemonics, Inc.*, 79 F.3d 1532, 1547 (11th Cir. 1996) (recognizing the need for compatibility between the defendant’s application program and an operating system program).
16. *Altai*, 982 F.2d at 712; see also *Acclaim*, 977 F.2d at 1527 (finding that the incorporation of utilitarian elements in a computer program did not merit copyright protection).
Relying on these precedents and the method/system exclusions of 17 U.S.C. § 102(b), Google believed that the declarations of the Java API used in its Android software and the structure, sequence, and organization (SSO) embodied in the declarations were not within the scope of protection that copyright law provides to the work of authorship at issue, namely, Java 2 SE (Java SE), whose contents include program code, specifications of the Java packages and their classes and methods, and related documentation.

The District Court made findings of fact from which it concluded that these declarations were not within the scope of protection that copyright law provided to Java SE. It regarded the declarations as constituent elements of an interface system or method that should be excluded from the scope of copyright protection under 17 U.S.C. § 102(b). This ruling is consistent with the Supreme Court's decision in Baker v. Selden, which held that the selection and arrangement of columns and headings in Selden's bookkeeping forms were not within the scope of protection that copyright law provided to his book. The ruling is also consistent with congressional codification of Baker's exclusion of methods and systems and with the Ninth Circuit's characterization of program interfaces as unprotectable procedures under § 102(b) in Accolade. It is also consistent with the views of an information technology industry association known as the American Committee for Interoperable Systems (ACIS), whose founding member, Sun Microsystems, created the Java API. In an amicus brief, ACIS advised the Court that "it can accurately be said that the interface specification is the 'system' or 'method of operation' that is 'expressed' by the program code."
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A. THE SUPREME COURT ORIGINATED THE EXCLUSION OF SYSTEMS, METHODS, AND THEIR CONSTITUENT ELEMENTS FROM THE SCOPE OF COPYRIGHT PROTECTION

Perris v. Hexamer was the first Supreme Court decision to rule that copyright protection does not extend to a system and its constituent parts embodied in a copyrighted work.24 Perris sued Hexamer for using the same symbol system in a map of Philadelphia as Perris had used in a map of certain wards of New York City.25 Both maps depicted the layout of lots and buildings using a set of symbols and color-coding to identify different types of buildings to aid in risk assessment for fire insurance purposes.26 The Court concluded that Perris had “no more an exclusive right to use the form of the characters they employ to express their ideas upon the face of the map, than they have to use the form of type they select to print the key.”27 After all, Hexamer had not copied Perris’s map but only “use[d] to some extent their system of arbitrary signs and their key.”28 The Court considered this system to be a “useful contrivance[] for the despatch of business.”29 It did not matter how original that system might have been or how many other symbol systems could have been devised. That system was simply not protectable by copyright law.

Soon thereafter, the Court reviewed a similar infringement claim in Baker. Because Baker is such a foundational case and its proper interpretation is disputed by the litigants, we provide some details about the case. Prior to Charles Selden’s claimed invention of a novel bookkeeping system, the standard process by which officials kept account books was slow and inefficient. Bookkeepers had to record information about each transaction in a journal for accounts of that kind and then record details again in a ledger where all transactions were recorded in sequential fashion.30 Because the relevant information was spread out over multiple volumes, it was difficult to prepare a balance sheet for each period and to detect errors or fraud.

Selden’s key innovation was figuring out a way (as the book’s title, Selden’s Condensed Ledger, or Bookkeeping Simplified, suggests) to condense the journals

24. 99 U.S. 674 (1879).
25. Id. at 675.
26. Id.
27. Id. at 676.
28. Id.
29. Id. at 675.
and ledger, so that users could record pertinent information about transactions and accounts on one page or two adjoining pages.\textsuperscript{31} It enabled a much more efficient accounting process, making the preparation of trial balances and detection of errors and fraud much easier.\textsuperscript{32}

Selden’s sense of the magnitude of his achievement was expressed in the preface to his book: “To greatly simplify the accounts of extensive establishments doing credit business . . . would be a masterly achievement, worthy to be classed among the greatest benefactions of the age.”\textsuperscript{33} The preface revealed that Selden had sought a patent on forms embodying his system to “prevent their indiscriminate use by the public.”\textsuperscript{34}

Although Selden knew about Baker’s competing book and similar forms during his lifetime, it was his widow who charged Baker with infringement, claiming that “the ruled lines and headings, given to illustrate the system, are a part of the book, and, as such, are secured by the copyright; and that no one can make or use similar ruled lines and headings . . . without violating the copyright.”\textsuperscript{35}

The Court had no doubt that a work on bookkeeping could be copyrighted or that it would be “a very valuable acquisition to the practical knowledge of the community.”\textsuperscript{36} But the Court perceived “a clear distinction between the book, as such, and the [useful] art which it is intended to illustrate.”\textsuperscript{37} Copyright law could protect the author’s explanation of a useful art, but not the useful art itself, no matter how creative it was. “To give to the author of the book an exclusive property in the [useful] art described therein,” the Court said, “would be a surprise and a fraud upon the public. That is the province of letters-patent, not of copyright.”\textsuperscript{38} That Mrs. Selden intended to assert patent-like rights through copyright is evident from her announcement to Baker’s customers that they too were infringers.\textsuperscript{39} Had Selden obtained the patent he sought, it would have given him and his heirs exclusive rights to control uses of the system, as well as making and selling the forms that embodied the system.\textsuperscript{40} But no such patent had been issued.

\begin{itemize}
\item \textsuperscript{31} Id. at 160.
\item \textsuperscript{32} Id.
\item \textsuperscript{33} Record, supra note 30, at 21.
\item \textsuperscript{34} Id. at 21–22.
\item \textsuperscript{36} Id. at 102.
\item \textsuperscript{37} Id.
\item \textsuperscript{38} Id.
\item \textsuperscript{39} Record, supra note 30, at 79–80.
\item \textsuperscript{40} See Baker Story, supra note 30, at 174.
\end{itemize}
The Court recognized that Selden’s claim seemed plausible because of the “peculiar nature of the [useful] art described in [his] books” in which “the illustrations and diagrams employed happen to correspond more closely than usual with the actual work performed by the operator who uses the art.”\[41\] Someone who kept books using Selden’s method would necessarily use forms with the same or substantially similar headings and columns. Usually, the Court observed, useful arts are “represented in concrete forms of wood, metal, stone, or some other physical embodiment.”\[42\] But “the principle is the same in all” regardless of whether the useful art is embodied in a writing or in metal.\[43\] The Court concluded that Selden’s system was unprotectable by copyright law, as were the ruled lines and headings that instantiated the system.\[44\]

*Baker* illustrates why copyright law should allow second comers to build upon methods and systems embodied in a first author’s works and why authors of writings on methods and systems should not have too much control over subsequent adaptations of these creations. Selden’s forms may have been a substantial improvement over the old-fashioned bookkeeping methods previously in use, but they were only one stage in the evolving art of bookkeeping. Selden’s death meant that any further innovation in this field would have to come from others. Baker advanced the state of the art by redesigning the forms so that entries could be made as transactions occurred rather than having to wait until the end of the week or month as Selden’s forms required.\[45\] Baker went on to write other books and he, not Selden, can be credited with having advanced the state of the art of bookkeeping in the nineteenth century.\[46\] Had Mrs. Selden prevailed, further improvements in the bookkeeping field might well have been stunted until Selden’s copyrights expired. This outcome would have disserved both patent and copyright goals, as it would have slowed progress in the science and useful art of bookkeeping.

**B. CONGRESS CODIFIED THE WELL-ESTABLISHED EXCLUSION OF SYSTEMS AND METHODS IN § 102(b)**

Dozens of cases followed *Baker’s* conclusion that methods, systems, and their constituent elements are beyond the scope of copyright protection in writings that embody useful arts. Two courts, for example, rejected claims of infringement against authors who wrote books about the plaintiffs’ original

---

42. *Id.* at 105.
43. *Id.*
44. *Id.* at 106.
45. *Baker Story*, supra note 30, at 162.
46. *See id.* at 169, 193 n.76.
shorthand systems: *Brief English Systems, Inc. v. Owen* and *Griggs v. Perrin*. Another court, in *Aldrich v. Remington Rand, Inc.*, dismissed a claim of infringement for copying the plaintiff’s tax record system, which Aldrich claimed to be “the most modern and efficient system of property revaluation for tax purposes.” Numerous other Baker-inspired cases ruled that original methods and systems for contests, games, rules, and strategies for playing games were beyond the scope of copyright protection.

The Baker-inspired exclusions of methods and systems from copyright’s scope was so well-established that Congress decided to codify these exclusions in the Copyright Act of 1976. Thus, 17 U.S.C. § 102(b) provides: “In no case does copyright protection for an original work of authorship extend to any idea, procedure, process, system, method of operation, concept, principle, or discovery, regardless of the form in which it is described, explained, illustrated, or embodied in such work.” By codifying the method and system exclusions in § 102(b), Congress sought to ensure that the copyright in computer software and other works that embody functional elements would not be construed too broadly. Courts in software copyright cases accordingly are charged with applying the § 102(b) exclusions as meaningful limits on the scope of copyright protection available to computer programs.

C. THE FEDERAL CIRCUIT’S ORACLE DECISION IGNORED THE § 102(b) SYSTEM/METHOD EXCLUSIONS

In *Oracle*, the Federal Circuit ruled that the Java declarations used by Google were copyright-protectable expression as a matter of law. In so doing, the court articulated a very narrow understanding of § 102(b) and misconstrued the way in which the District Court analyzed the copyrightability issue in this case.

The Federal Circuit’s *Oracle* opinion focused on whether copyright extends at all to works that incorporate functional elements. We certainly agree with the Federal Circuit that § 102(b) should not be interpreted so literally that it

---

47. See Brief English Sys., Inc. v. Owen, 48 F.2d 555 (2d Cir. 1931); Griggs v. Perrin, 49 F. 15 (C.C.N.D.N.Y. 1892).
52. Id. at 1367. The Federal Circuit seemed to characterize the District Court’s order as suggesting that computer programs are per se uncopyrightable due to their functional aspects, id., but that overbroad characterization misconstrues the District Court’s analysis, see Samuelson, supra note 1, at 1256.
would deprive authors of machine-executable programs of the copyrights that Congress intended them to have just because programs are machine processes.53

The Federal Circuit’s Oracle decision may have properly quoted the text of § 102(b),54 but it treated ideas as the only unprotectable element of copyrighted software, giving no substantive meaning to the other seven terms of exclusion.55 This is, as Justice Scalia once stated, “a stark violation of the elementary principle that requires an interpreter ‘to give effect, if possible, to every clause and word of a statute,’ ” to which he added:

Lawmakers sometimes repeat themselves . . . [They] do not, however, tend to use terms that “have no operation at all.” So while the rule against treating a term as a redundancy is far from categorical, the rule against treating it as a nullity is as close to absolute as interpretive principles get.56

When a statute such as § 102(b) specifically identifies several categories of uncopyrightable elements and says “[i]n no case” should any of these be within the scope of copyright’s protection, reading all but one of the terms out of the statute, as the Federal Circuit did in Oracle, violates this rule. It thus failed to be “deferential to the judgment of Congress in the realm of copyright.”57

Although the text of § 102(b) is unambiguous in light of the holdings in Baker and its progeny, it is worth noting that Congress added the method/system exclusions to the statute, in part, to allay concerns about the risk of an excessive scope of copyright protection for software:

Some concern has been expressed lest copyright in computer programs should extend protection to the methodology or processes adopted by the programmer, rather than merely to the “writing” expressing his ideas. Section 102(b) is intended, among other things, to make clear that the expression adopted by the programmer is the copyrightable element in a computer program, and that the actual processes or methods embodied in the program are not within the scope of the copyright law.58

53. See Oracle, 750 F.3d at 1367.
54. Id. at 1354.
55. Id. at 1367.
The Federal Circuit tellingly recited only that part of the legislative history stating that § 102(b) codified the idea/expression distinction\(^{59}\) and omitted congressional expressions of concern about excessive copyright protection for software. It overlooked the Supreme Court’s directive not to “alter the delicate balance Congress has labored to achieve.”\(^{60}\)

1. **The Method and System Exclusions of § 102(b) Avert Patent/Copyright Overlaps**

Consistent with the *Baker* tradition, codification of the system/method exclusions in § 102(b) aims, in part, to ensure that domains of copyright and patent protection for programs should be kept separate. The Federal Circuit once recognized this purpose in *Atari Games Corp. v. Nintendo of America, Inc.*\(^{61}\) After quoting § 102(b)’s exclusion of procedures, processes, systems, and methods of operation, it stated that patent and copyright laws protect “distinct aspects” of programs.\(^{62}\) The role of copyright, said the court, was to protect program expression, not any methods or processes that might be eligible for patenting under the Patent Act.\(^{63}\)

The Federal Circuit’s *Oracle* decision, however, instead seemingly endorsed the view that computer program innovations such as interfaces were eligible for both copyright and patent protection.\(^{64}\) This was pertinent because both Sun and Oracle had obtained utility patents on program interfaces.\(^{65}\)

2. **Unprotectable Elements in Computer Programs Must Be Filtered Out Before Assessing Infringement**

The Federal Circuit’s *Oracle* decision also failed to recognize that the utilitarian nature of computer programs differentiates them from conventional literary works because programs contain many functional design elements, including methods and systems, that are beyond the scope of copyright under

\(^{59}\) *Oracle*, 750 F.3d at 1357.


\(^{61}\) 975 F.2d 832 (Fed. Cir. 1992).

\(^{62}\) *Id.* at 839.

\(^{63}\) *Id.* at 197.

\(^{64}\) *Oracle*, 750 F.3d at 1380 (erroneously quoting Mazer v. Stein, 347 U.S. 201, 217 (1954), which considered only potential design patent and copyright overlaps).

§ 102(b) and other doctrines. The higher quantum of unprotectable elements in programs, as compared with novels, explains why courts such as the Second Circuit in Altai have directed that numerous types of unprotectable elements of programs be “filtered out” before deciding infringement claims in software copyright cases. Although the Federal Circuit criticized the lower court for not following Altai, the appellate court itself performed no filtration whatsoever.

3. Methods and Systems Are Part of Program Structure, Sequence, and Organization, So SSO Obscures Rather Than Clarifies Expressive Aspects of Software

The Federal Circuit accepted without question Oracle’s claim that the SSO of computer programs is protectable expression. By contrast, the Second Circuit wisely recognized in Altai that SSO is not a useful term with which to distinguish nonliteral elements of programs that may be expressive enough to be copyright-protectable from nonliteral elements that are excluded from copyright protection.

By their very nature, methods and systems, when embodied in computer programs, are parts of SSO. Under the Federal Circuit’s Oracle decision, it would be trivially easy for software developers to claim SSO copyright protection in methods or processes for which they failed to seek patent protection, or even to claim SSO copyright protection in processes for which patent protection is now unavailable in the aftermath of Alice Corp. v. CLS Bank International. The Federal Circuit’s ruling thus undermines the Supreme Court’s holding in Alice.

D. Key Post-1976 Act Decisions Follow Baker in Excluding Methods, Systems, and Their Constituent Elements from Copyright’s Scope

An exemplary decision applying Baker and § 102(b) to exclude systems and their constituent parts from the scope of copyright is Bikram’s Yoga College of India, L.P. v. Evolation Yoga, LLC. Similar to Baker, in which Selden claimed copyright in the selection and arrangement of headings and columns in his

---

68. Oracle, 750 F.3d at 1358.
69. Id. at 1365.
70. Altai, 982 F.2d at 706.
71. 573 U.S. 208, 212 (2014) (holding a computer program patent-ineligible because its claim merely consisted of an abstract idea implemented on a generic computer).
72. 803 F.3d 1032 (9th Cir. 2015).
novel bookkeeping forms, Bikram Choudhury claimed copyright in a sequence of twenty-six yoga poses and two breathing exercises described and illustrated in books and videos. After Evolation Yoga began teaching the same sequence, Bikram’s Yoga College sued it for infringement. Relying on Baker and its codification in § 102(b), the Ninth Circuit held that the Bikram Yoga Sequence was “not a proper subject of copyright protection.”

It did not matter whether Choudhury’s arrangement of poses and breathing exercises was beautiful or graceful. Nor did it matter that “the Sequence may possess many constituent parts,” for “[v]irtually any process or system could be dissected in a similar fashion.” Also irrelevant was “that similar results could be achieved through a different organization of yoga poses and breathing exercises.” What mattered was that “[a]n essential element of this ‘system’ is the order in which the yoga poses and breathing exercises are arranged.” Choudhury’s books directed his pupils to perform the yoga moves “in the strict order given in this book.” Choudhury had, moreover, repeatedly characterized his sequence as a method or system for improving health and well-being, which rendered the system and its constituent parts too functional for copyright protection.

As in Baker, the Ninth Circuit in Bikram opined that to get exclusive rights in a functional system, such as the Yoga Sequence, it would be necessary to obtain a patent. As in Baker, copyright protected Choudhury’s explanation of his method or system, not the system itself or downstream uses of it. His books invited readers to practice the method the books taught. Echoing Baker, the Ninth Circuit said that this objective “would be frustrated if the knowledge could not be used without incurring the guilt of piracy of the book.” “Consumers would have little reason to buy Choudhury’s book if Choudhury held a monopoly on the practice of the very activity he sought to popularize,” just as it would make little sense for consumers to buy Selden’s book unless

73. Id. at 1035–36.
74. Id. at 1034. Bikram discusses Baker and its progeny. Id. at 1037–38.
75. Id. at 1040.
76. Id. at 1041.
77. Id. at 1042.
78. Id. at 1039.
79. Id.
80. Id. at 1038–39.
81. Id. at 1039–40.
82. Id. at 1035.
83. Id. at 1041 (quoting Baker v. Selden, 101 U.S. 99, 103 (1880)).
84. Id.; see also Ho v. Taflove, 648 F.3d 489, 498–99 (7th Cir. 2011) (holding a scientific model and its constituent elements unprotectable by copyright law); Palmer v. Braun, 287 F.3d 1325, 1334 (11th Cir. 2002) (holding meditation exercises were uncopyrightable processes).
they would thereby have the right to make use of the system and the forms that embodied it.

Consistent with *Bikram* was the Ninth Circuit’s *Accolade* decision, which stated that program “interface procedures” that constituted “the functional requirements for [achieving] compatibility” were unprotectable by copyright law under 17 U.S.C. § 102(b).\(^{85}\) While these statements appeared in a ruling that Accolade’s reverse engineering of Sega program code was fair use, they were not mere dicta nor of only slight importance to the outcome of the fair use ruling, as the Federal Circuit asserted.\(^{86}\) The statements were the very linchpin of the *Accolade* ruling. Accolade’s disassembly and reverse engineering of Sega object code was legitimate because disassembly was “necessary in order to understand the functional requirements for Genesis compatibility.”\(^{87}\)

The Ninth Circuit explained that “[i]f disassembly of copyrighted object code is per se an unfair use, the owner of the copyright gains a de facto monopoly over the functional aspects of his work—aspects that were expressly denied copyright protection by Congress.”\(^{88}\) Channeling *Baker*, the Ninth Circuit said that if Sega wanted to enjoy a legal monopoly over the interface procedures, it would have to “satisfy the more stringent standards imposed by the patent laws.”\(^{89}\) Allowing reverse engineering would enable new entrants such as Accolade to make compatible products available in the market.\(^{90}\)

Compatibility considerations were also important in *Lotus Development Corp. v. Borland International, Inc.*\(^{91}\) Lotus charged Borland with infringement for reusing the Lotus 1-2-3 menu command hierarchy for the emulation mode of its competing spreadsheet program.\(^{92}\) The District Court held that this hierarchy was protectable SSO because there were other ways to organize commands for spreadsheet program functions.\(^{93}\)

The First Circuit recognized that “Borland had to copy the Lotus menu command hierarchy” if it wanted to enable users “to operate its programs in
substantially the same way” as Lotus 1-2-3. Borland’s emulation mode enabled users of the Lotus program who had constructed macros for common sequences of functions to port those macros to Borland’s program. For those macros to be executable, Borland had to employ the same command terms arranged in exactly the same order. As the First Circuit explained:

Under the district court’s holding, if the user wrote a macro to shorten the time needed to perform a certain operation in Lotus 1-2-3, the user would be unable to use that macro . . . Rather, the user would have to rewrite his or her macro using that other program’s menu command hierarchy. This is despite the fact that the macro is clearly the user’s own work product.

The First Circuit concluded that this menu command hierarchy was an unprotectable method of operating a spreadsheet program under § 102(b).

Judge Boudin, concurring, observed:

If Lotus is granted a monopoly on this pattern, users who have learned the command structure of Lotus 1-2-3 or devised their own macros are locked into Lotus, just as a typist who has learned the QWERTY keyboard would be the captive of anyone who had a monopoly on the production of such a keyboard.

Lotus’ command hierarchy “look[s] hauntingly like the familiar stuff of copyright; but the ‘substance’ probably has more to do with problems presented in patent law.”

E. CONSISTENT WITH BAKER AND § 102(b), PROGRAM INTERFACES SHOULD BE CONSIDERED UNPROTECTABLE PROCEDURES, METHODS, OR SYSTEMS

The Supreme Court articulated a clean distinction in Baker between the copyrightable expression in Selden’s book and the uncopyrightable bookkeeping system, constituent elements of which were embodied in the forms. A clean distinction is also possible in Oracle. Google and Java programmers around the world should be free to use the Java SE declarations

---

94. Id. at 816. The First Circuit invoked Baker, noting that “Lotus wrote its menu command hierarchy so that people could learn it and use it,” thus “fall[ing] squarely within the prohibition on copyright protection established in Baker v. Selden and codified by Congress in § 102(b).” Id. at 817.
95. Id. at 811–12.
96. Id. at 818.
97. Id. at 817–18.
98. Id. at 821 (Boudin, J., concurring).
99. Id. at 820.
to develop compatible programs, subject only to the norm that they must instantiate those interfaces in independently written code that copyright law protects from misappropriation.

Characterizing program interfaces as unprotectable procedures under § 102(b) is consistent with Baker, the text of § 102(b), and the case law properly interpreting it. The District Court’s characterization of the declarations as methods or systems is similarly consistent, as was the ACIS amicus brief in Borland. Interfaces are methods insofar as they enable one program to function effectively with other software or with hardware. Some program interfaces are relatively simple, as in Accolade, while others are more complex, as in Oracle. But as the Supreme Court so aptly said in Baker, “the principle is the same in all.” Allowing programmers to reuse interfaces that enable compatibility promotes the ongoing progress in the field of computer programming as well as advancing the science of computing, in keeping with the constitutional purpose of copyright law.

III. THE FEDERAL CIRCUIT’S MERGER ANALYSIS IS IRRECONCILABLE WITH BAKER AND OTHER PERSUASIVE DECISIONS

The merger doctrine is often traced to the Supreme Court’s Baker decision. In Baker, the Court concluded that the forms embodying Selden’s bookkeeping system were unprotected by copyright law because using these or similar arrangements of columns and headings was necessary to implement the underlying system. As the Court explained:

[W]here the [useful] art [a work] teaches cannot be used without employing the methods and diagrams used to illustrate the book, or such as are similar to them, such methods and diagrams are to be considered as necessary incidents to the art, and given therewith to the public; not given for the purpose of

104. See, e.g., Arica Inst., Inc. v. Palmer, 970 F.2d 1067, 1076 (2d Cir. 1992); Pamela Samuelson, Reconceiving Copyright’s Merger Doctrine, 63 J. COPYRIGHT SOC’Y U.S.A. 417, 419–20 (2016). While Baker did not originate the term “merger,” it nonetheless articulated principles congruent with what came to be known as the merger doctrine and that guide the outcome here.
publication in other works explanatory of the art, but for the purpose of practical application.106

This “necessary incidents” language serves to prevent copyright from extending to unprotectable systems when the reuse of some expression is inseparable from the systems.

The Federal Circuit’s analysis of the merger doctrine in Oracle cannot be reconciled with Baker. It is, moreover, contrary to persuasive authorities recognizing the merger doctrine as a shield against infringement for software interfaces that enable the development of compatible programs. Consistent with these authorities, the District Court found that the declarations had to be identical for the functionality they enable to be available in Android, leading it to conclude correctly that the merger doctrine barred Oracle’s infringement claim.107

A. **THE FEDERAL CIRCUIT’S ANALYSIS OF THE MERGER DOCTRINE IS AT ODDS WITH BAKER IN THREE KEY RESPECTS**

When Charles Selden devised his novel bookkeeping system, he could have designed it in a number of ways. The Baker Court recognized that anyone who wanted to implement the Selden system would have little choice but to select and arrange columns and headings in a substantially similar way.108 Since copyright does not protect useful arts such as bookkeeping systems, but only authorial expression,109 Baker was free to publish similar forms to instantiate the Selden system. The Court ruled that the forms were uncopyrightable.110 Baker importantly distinguished between authorship (the original expression that copyright protects) and invention (the functional creativity, which only utility patent law can protect).111

With regard to merger, the Federal Circuit conflicts with Baker in three significant ways. First, the Federal Circuit incorrectly concluded that merger can only be found if a first author had no or only extremely limited alternative ways to express an idea when creating his work.112 For example, it pointed to

---

106. *Id.* (emphasis added).
109. *Id.* at 101–02.
110. *Id.* at 105.
111. *Id.*
112. The Federal Circuit construed the merger doctrine inconsistently. It correctly describes the merger doctrine as applying “when there are a limited number of ways to express an idea,” Oracle Am., Inc. v. Google Inc., 750 F.3d 1339, 1359 (Fed. Cir. 2014), but elsewhere it incorrectly characterized the doctrine as applying exclusively when an idea “can be expressed in only one way.” Oracle, 750 F.3d at 1360.
the existence of alternative names for Java functions, such as “Arith.larger” instead of “Math.max,” in finding that the merger doctrine did not apply to the Java SE declarations. In *Baker*, it did not matter whether column headers such as “Bro’ght Forward.” or “Distribution” could have been worded differently when implementing Selden’s accounting system.

Thus, merger is a viable argument against copyrightability when the range of available alternatives for functions is limited, as the District Court concluded, and as was true in *Baker*. The District Court made a finding that there was, in fact, only one way to write the name of each function: “Under the rules of Java, [declarations] must be identical to declare a method specifying the same functionality—even when the implementation is different.” Thus, any programmer wishing to invoke the functionality of “Math.max” would have to use the exact phrase “Math.max.”

Second, the Federal Circuit’s opinion conflicts with *Baker* in concluding that courts in merger cases can consider only constraints on the plaintiff’s creation and never constraints on the defendant’s expressive choices. The Court in *Baker* did not consider whether Selden’s own choices in designing a bookkeeping system were constrained. Nor is there anything in *Baker* suggesting that the Court rejected Selden’s copyright claim because Selden had no choice about how to select and arrange columns and headings for his bookkeeping forms. Indeed, *Baker’s* forms were somewhat different. Instead, the Court decided that once Selden designed his bookkeeping system,
Baker’s design choices for arranging columns and headings to implement the same system were constrained by the choices that Selden had made.120  

Third, the Federal Circuit’s decision conflicts with Baker in holding that merger can be a defense to infringement claims, but not a basis for denying copyrightability.121 The Court in Baker held that Selden’s forms were uncopyrightable because the selection and arrangement of columns and headings were embodiments of the bookkeeping system.122 Thus, the merger doctrine can be part of the copyrightability analysis and is not solely a defense to infringement.

There is a consensus among major authorities in copyright law that merger can present a copyrightability issue, not just a defense to infringement. Two major treatises now recognize that merger can serve as a bar to copyrightability.123 The U.S. Copyright Office’s Compendium of U.S. Copyright Office Practices also identifies merger as one of the bases on which the Office may refuse registration applications.124

B. THE MERGER DOCTRINE PROVIDES A SOUND BASIS FOR HOLDING THAT PROGRAM INTERFACES THAT ENABLE COMPATIBILITY ARE UNCOPYRIGHTABLE

Since the Second Circuit’s Altai decision, there has been broad-based consensus that computer program interfaces that enable the development of compatible software programs are not within the scope of copyright protection. Computer Associates claimed that Altai infringed by copying the structure of the compatibility component of its scheduling software designed

120. Id. More recent appellate decisions also support the idea that a first comer’s choices can limit the options of those who come after. In Veeck v. Southern Building Code Congress International, Inc., 293 F.3d 791 (5th Cir. 2002) (en banc), merger precluded enforcement of SBCCI’s claim against Veeck for his online posting of a privately written code that had been adopted as law in Anna and Savoy, Texas. 293 F.3d at 800–02. It did not matter how many possible alternative expressions existed when the codes were initially created. Id. What mattered was that once enacted, there was no other way to express what the law was. Id. at 802.

121. Oracle, 750 F.3d at 1358.

122. Baker, 101 U.S. at 107; see also Kern River Gas Transmission Co. v. Coastal Corp., 899 F.2d 1458, 1463–64 (5th Cir. 1990) (holding that the idea of pipeline location and its embodiment in a map are inseparable and not copyrightable); Herbert Rosenthal Jewelry Corp. v. Kalpakian, 446 F.2d 738, 742 (9th Cir. 1971) (citing Baker, 101 U.S. at 103, and concluding no copyright attached in a jeweled bee pin whose idea and expression merged).

123. See 1 PAUL GOLDSTEIN, GOLDSTEIN ON COPYRIGHT §§ 2.3.2, 2.38.1 (2015); 1 MELVILLE B. NIMMER & DAVID NIMMER, NIMMER ON COPYRIGHT § 2A.05[A][2][b] (2019).

124. See U.S. COPYRIGHT OFF., COMPENDIUM OF U.S. COPYRIGHT OFFICE PRACTICES § 313.3(B) (3d ed. 2015).
to run on IBM operating systems. The Altai court invoked Baker as the “doctrinal starting point” of its analysis.

Altai articulated a three-step “abstraction, filtration, and comparison” test for judging non-literal infringement of software copyrights. The first step creates a hierarchy of abstractions of the plaintiff’s program; the second step filters out unprotectable elements; and the third step compares the remaining expressive elements of the plaintiff’s program with the defendant’s program to determine if the defendant’s program is substantially similar to expressive elements copied from the plaintiff’s program. Among the unprotectable elements to be filtered out are those dictated by efficiency, those constrained by external factors—such as the need to be compatible with hardware or software—and those in the public domain. The court concluded that the similarities between Altai’s and Computer Associates’s programs were constrained by external factors, namely, the need to be compatible with IBM programs.

Courts have invoked the merger doctrine in concluding that even literal copying may be excused from infringement when needed to achieve compatibility. The Federal Circuit once recognized this principle in Atari Games Corp. v. Nintendo of Am. Inc. Atari Games claimed its copying of Nintendo’s data stream was necessary to enable videogames to run on its platform. Had Atari Games copied only as much of the Nintendo data stream as was necessary to achieve compatibility with the then-current version of the Nintendo platform, the Federal Circuit said it would have ruled

126. Id. at 704.
127. Id. at 706–11.
128. Id.
129. Id. at 707–10.
130. Id. at 714–15.
131. The only decision—other than the Federal Circuit ruling in Oracle—to cast doubt on the lack of copyright protection for computer program elements required for interface compatibility was the Third Circuit’s decision in Apple Computer, Inc. v. Franklin Computer Corp., 714 F.2d 1240 (3d Cir. 1983). Its anti-compatibility dicta should be given little weight for two reasons. First, Franklin made no effort to reimplement the interface procedures embedded in the Apple OS in independently written code. It made exact copies of the Apple programs. Apple Computer, 714 F.2d at 1245. Second, these statements were made at an early stage in the evolution of software copyright law, well before Altai and other cases described above provide more thorough analyses of the copyright implications of a second comer’s reimplementations of interface procedures necessary for interoperability.
132. 975 F.2d 832, 840 (Fed. Cir. 1992).
133. Id. at 836–37.
in Atari’s favor on merger grounds. Because it copied more than was necessary, its merger defense failed. 

Drawing in part on *Atari Games*, the Sixth Circuit concluded that literal copying of program code to enable compatibility was justifiable under the merger doctrine in *Lexmark Int’l, Inc. v. Static Control Components, Inc.* Lexmark challenged Static’s copying of a program installed in Lexmark printer cartridges. Static defended by saying this copying was necessary for its chip customers to manufacture printer cartridges that interoperated with Lexmark printers. There was no other way for unlicensed cartridges to perform the digital handshake with Lexmark’s printer software to authenticate the cartridge so it would work in Lexmark printers. The court decided that “[t]o the extent compatibility requires that a particular code sequence be included in the component device to permit its use, the merger and scenes a faire doctrines generally preclude the code sequence from obtaining copyright protection.”

The Eleventh Circuit rendered a similar ruling in *Bateman v. Mnemonics, Inc.* After Bateman stopped licensing the operating system on which Mnemonics had run its automated parking garage program, Mnemonics developed its own compatible operating system that reimplemented Bateman’s interface. The Eleventh Circuit concluded that even literal code may be filtered out under the abstraction, filtration, and comparison test pioneered in *Altair*. It faulted the District Court for failing to instruct the jury “that compatibility . . . is a consideration that applies at the literal level.” Although the court declined to hold that interface specifications are wholly outside the scope of copyright, it nonetheless concluded that “external considerations such as compatibility may negate a finding of infringement.” Where literal copying is “dictated by compatibility requirements,” copyright does not apply.

These decisions affirm the conclusions of the National Commission on New Technological Uses of Copyrighted Works, whose report Congress

134. *Id.* at 839–40.
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145. *Id.*
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commissioned and relied upon when regulating software copyrights. The report explained that “[w]hen specific instructions, even though previously copyrighted, are the only and essential means of accomplishing a given task, their later use by another will not amount to infringement.”

C. THE FEDERAL CIRCUIT IGNORED THE DISTRICT COURT’S FACT FINDINGS THAT SUPPORTED ITS HOLDING THAT THE INTERFACES AT ISSUE WERE UNPROTECTABLE UNDER THE MERGER DOCTRINE

As these authorities demonstrate, merger is a viable argument against copyrightability when the range of available alternatives for expressing a particular idea or method is very limited. The District Court made a finding that there was, in fact, only one way to write the name of each function: “Under the rules of Java, [declarations] must be identical to declare a method specifying the same functionality—even when the implementation is different.” Thus, any programmer wishing to invoke the functionality of “Math.max” would have to use the exact phrase “Math.max.”

Its conclusion that there was only one way to write the declarations is bolstered by the amicus brief submitted by 78 computer scientists. They explain that, with a very limited exception addressed below, the Java programming language requires that declarations be written in a precise form; that reuse of software interfaces such as the Java SE declarations is a foundational practice in computer science that allows programmers to write software that performs on multiple platforms at once; and, that this reimplementation requires exact duplication of an interface’s declarations and organizational scheme.

D. THE DISTRICT COURT PROPERLY HELD THAT NAMES AND SHORT PHRASES ARE NOT PROTECTABLE BY COPYRIGHT

The only part of the declarations not precisely dictated by the Java language are names given to specific functions. But this does not bring Oracle’s
interface within the scope of copyright. As the District Court concluded, names are not protected by copyright law.

Among the circuit courts concluding that identifiers of functional items are unprotectable by copyright law is *Southco, Inc. v. Kanebridge Corp.*, in which the Third Circuit considered whether the serial numbers used to uniquely identify hardware parts were copyrightable; it decided that they were not. The court explained that part numbers are “excluded from copyright protection because they are analogous to short phrases or the titles of works.”

The Sixth Circuit has rendered similar rulings. In *ATC Distribution Group v. Whatever It Takes Transmissions & Parts, Inc.*, the court held that a taxonomy for assigning unique identifiers to auto transmission parts by sorting them into categories and sub-categories was not copyrightable. The taxonomy for assigning numbers was itself an uncopyrightable idea, and the numbers generated through application of the taxonomy were unprotected because they were unoriginal or else merger had occurred. Beyond this, the court concluded that there were additional reasons not to grant copyright protection “to short ‘works,’ such as part numbers.” It recognized that allowing copyright in such short works would substantially raise the risk of litigation for those who use such works legitimately and would not meaningfully advance the progress of science and useful arts. Accordingly, U.S. Copyright Office
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163. *Id.* at 709–10; see also *Lexmark Int’l, Inc. v. Static Control Components, Inc.*, 387 F.3d 522, 542 (6th Cir. 2004) (invoking the names and short phrases doctrine to reject Lexmark’s claim that inserting stock ticker symbols into code was creative expression). Other circuits have denied copyright protection to names on other grounds. See, e.g., *Mitel, Inc. v. Iqtel, Inc.*, 124 F.3d 1366, 1373 (10th Cir. 1997) (holding four-digit numeric codes used to access features of telecommunications hardware were not copyrightable due to unoriginality and scènes a faire).
procedures recognize that “[w]ords and short phrases such as names, titles, and slogans” are not copyright-protectable.164

The only parts of the declaration that are not precisely dictated by the Java programming language are names, and they too are unprotectable. Thus, no aspect of the declarations is protectable by copyright law.

IV. CONCLUSION

This Article, drawn from our brief amicus curiae in support of the Petitioner in Google v. Oracle, offers an analysis of the scope of software copyright law that is consistent with the most pertinent Supreme Court precedents, case law decided both before and after the 1976 Act, and the text of the § 102(b) exclusions of methods and systems from copyright’s scope. The Oracle brief ignored almost all of the decisions we rely upon and ignored all but one of the § 102(b) exclusions.165 The danger of excessively broad copyright protection for computer programs, which prompted Congress to add these exclusions to the statute, is posed by this case. As the amicus curiae briefs of 83 computer scientists, IBM Corp., Microsoft, the Developers Alliance,166 among others, explained, the Court’s decision in Google v. Oracle will have profound effects on the software industry. No wonder the case was called the “copyright case of the century.”167
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I. INTRODUCTION

In February 2018, Amazon acquired a “smart” doorbell company called Ring.\(^1\) For Amazon, a company that delivers more than 5 billion items annually,\(^2\) acquiring a way to monitor the real estate where packages get delivered makes sense. Yet statements from the acquired Ring seemed grandiose for the purchase of a private security system, including that the company “look[ed] forward to being a part of the Amazon team as we work toward our vision for safer neighborhoods.”\(^3\) Amazon’s full vision for Amazon Ring devices became clear to the public more than a year later when journalists revealed that the company had quietly partnered with police departments...

---

across the country to promote and deploy Amazon Ring devices as part of a privatized surveillance network.4

Private companies, like Amazon, increasingly create surveillance technology used by law enforcement, but the public is often not aware that these technologies are being developed and deployed until the technology is already embedded in communities. Private companies developing surveillance technology for law enforcement is not new, and neither is the lack of transparency around those relationships. Acquisitions of surveillance technology may be made with outside funding or through in-kind donations to police departments, making surveillance technology difficult to track through financial disclosures.5 Filing federal Freedom of Information Act (FOIA) requests or using local public records laws to ask for information about surveillance technologies used by law enforcement is, as Hannah Bloch-Wehba has highlighted, resource intensive and lacks any guarantee that law enforcement will disclose responsive documents about surveillance technology.6 Elizabeth Joh has detailed how private contracts, such as non-


disclosure agreements between police departments and surveillance technology companies, can pose another roadblock to transparency. And Rebecca Wexler and Sonia Katyal have likewise documented the ways in which trade secret law can operate to shield surveillance technology from public scrutiny. Some jurisdictions have responded to this disparity by enacting procurement policies for surveillance technologies, as Catherine Crump has examined, but few jurisdictions have enacted policies that require public disclosure of a proposed surveillance technology prior to procurement. Taken together and put into practice, these hurdles look like invoking non-disclosure agreements to avoid judicial scrutiny of surveillance technology, incentivizing companies to collect and sell personal information without consent or notice, and shielding surveillance algorithms from independent review or oversight. The reasons vary, but the result is the same: there is a vast informational inequity between law enforcement and the public about surveillance technologies.

Journalists and civil society have turned to other public sources of information, such as Securities and Exchange Commission disclosures and patent filings, to help correct these disparities. But SEC disclosures are often too general to reveal useful information about surveillance technology products. And patent filings are not a promise to produce a product, as

---

10. See infra Part III.A (discussing Harris Corporation’s Stingray devices).
11. See infra Part III.B (discussing Vigilant Solutions’ automated license plate readers).
12. See infra Part III.C (discussing PredPol’s predictive policing algorithms).
13. See infra Part III (discussing asymmetries between public awareness of law enforcement surveillance technologies and law enforcement’s use of those technologies).
15. See, e.g., AMAZON, supra note 14, at 51–2 (disclosing that Ring Inc. was purchased “for cash consideration of approximately $839 million” for the primary reason, along with
Amazon pointed out when confronted with a patent filing for a Ring-compatible expansion that would enable the cameras to create composite images of people to incorporate into a “database of suspicious persons.”

Taken together, surveillance transparency has never been more challenging. If there is hope for resistance—including public discussion or dialogue—before law enforcement embraces secret surveillance technologies, the public desperately needs a freely available, easily accessible source of information about the technologies that will be used to watch us. One source is consistently overlooked: federal trademark filings.

Take Amazon Ring. In its August 2018 trademark application for the AMAZON RING mark, Amazon publicly revealed its vision for Ring: “[a]utomated self-contained electronic surveillance that can be deployed to other acquisitions, of “acquir[ing] technologies and know-how to enable Amazon to serve customers more effectively”).


17. Surveillance technology is disproportionately deployed against people with limited political power. For a detailed accounting of the ways in which U.S. surveillance is deeply rooted in anti-Blackness, see generally SIMONE BROWNE, DARK MATTERS: ON THE SURVEILLANCE OF BLACKNESS (2015). American surveillance expanded quickly to include many other marginalized people, including immigrants, religious minorities, and poor and working people. For an accounting of how past and present practices of the American law enforcement surveillance apparatus affect each in turn, see generally GEORGETOWN LAW: CENTER FOR PRIVACY AND TECHNOLOGY, COLOR OF SURVEILLANCE, https://www.law.georgetown.edu/privacy-technology-center/events/color-of-surveillance-2017 (last visited Nov. 19, 2020).
gather evidence or intelligence.” And it did so nearly a year before journalists detailed how that vision would operate in practice.

Federal trademark filings can offer important insight into the surveillance technologies that private corporations are developing, but the public has not fully explored the Trademark Electronic Search System (TESS) and Trademark Status and Document Retrieval (TSDR) databases as joint pathways toward surveillance transparency. The reason is obvious. As Justice Samuel Alito observed, “[I]t is unlikely that more than a tiny fraction of the public has any idea what federal registration of a trademark means.”

This is, in some part, attributable to the dearth of scholarly writing related to the federal trademark registration process. As recently as 2017, Rebecca Tushnet observed that the mechanics of trademark registration garner little attention—and not much has changed in the interim years. This Essay delves

20. There are also 50 state trademark registers, each with their own rules and procedures and processes, and international registers, some of which are accessible online. See, e.g., eSearch Plus, EUR. UNION INTELL. PROP. OFF., https://euipo.europa.eu/eSearch/ (last visited Jan. 5, 2020) (search database for European Union trademarks, designs, owners, representatives, Bulletins, and Office decisions); TMview, EUR. UNION INTELL. PROP. OFF., https://www.tmnd.org/tmview/welcome (last visited Jan. 5, 2020) (database of trademark names, applications, and registration numbers in additional countries and databases).
into the largely unexamined mechanics of the federal trademark registration process and analyzes how the process of federally registering trademarks compels companies to disclose details about new surveillance technologies. In so doing, this Essay’s goal is to offer a new tool in the quest for surveillance transparency and to equip the public, including journalists, researchers, and civil society, with the skills necessary to investigate trademark records for themselves.

The Essay proceeds in two parts. Part II describes the process for federal registration of trademarks and identifies three portions of trademark filings that are likely to disclose information about surveillance technology: the stated basis for use, the goods and services description, and the specimen. Part III uses the applications for registration of trademarks for three surveillance technologies—Harris Corporation’s STINGRAY cell site location information (CSLI) interceptor, Vigilant Solution’s VIGILANT SOLUTIONS automated license plate reader, and Predpol’s PREDPOL predictive policing software—to illustrate how to leverage revealing disclosures in trademark filings for transparency. This Essay concludes that federal trademark filings are a freely available, easily accessible way for the public to learn about surveillance technologies used to watch us.

II. DISCOVERING DISCLOSURES IN TRADEMARK FILINGS

A trademark is “any word, name, symbol, device, or any combination” of those things that can be used to identify the provider or seller, and indicate the source, of certain goods and services. As the Supreme Court has observed, “[f]ederal law does not create trademarks.” Rather, it is the seller’s use of a mark that creates a trademark which grants some enforceable rights. The reality remains, however, that federal trademark registration confers crucial rights and benefits, such as providing constructive notice of the registrant’s

reducing consumers’ search costs is now dominant, likewise have little to say about registration... American scholars, in sum, have often treated registration like a borrowed civil law coat thrown awkwardly over the shoulders of a common law regime.”)

claim of ownership and offering prima facie evidence that the registered mark is valid.26

There is ample scholarship exploring the purposes of trademark law.27 But as Rebecca Tushnet has explained, precious little of that scholarship details the mechanics of federal trademark registration.28 Indeed, to date, there has been no scholarship centered on the mechanics of investigating federal trademark filings.

The federal trademark registration process begins, somewhat circuitously, with an application to register a trademark.29 An applicant discloses detailed information about the mark they are seeking to register, including whether the mark has been used, the sorts of goods and services on which the mark is (or will be) used, and, in some instances, a depiction of how the mark is (or will be) used in the real world.30 Federal trademark filings are all freely and publicly

26. Matal, 137 S. Ct. at 1753 (quoting B&B Hardware, 575 U.S. 138, 142) (detailing additional benefits of federal registration). Owners of a federally registered trademark can also prevent importation of items bearing an infringing mark into the United States. See 15 U.S.C. § 1124. The tremendous value of a trademark registration explains why, despite having to reveal information about secretive surveillance technologies, companies continue to seek federal trademark registrations for their marks.


30. See generally, Apply Online, U.S. PAT. & TRADEMARK OFF., https://www.uspto.gov/trademarks-application-process/filing-online (last visited Nov. 20, 2020) (outlining the forms necessary to apply for a federal trademark online). The revealing disclosures demanded by the federal trademark application process incentivize some companies to take advantage of the closed, non-public registers of countries like Trinidad and Tobago—or to use shell companies, as was the case with the AMAZON RING filing—to protect their mark without disclosing detailed information to the public about products or services in development. See AMAZON RING, U.S. Trademark Application Serial No. 88075713 (filed on Aug. 13, 2018 by “A9.com, Inc.” and later assigned to Amazon Technologies, Inc. on May 15, 2019). These methods allow a company to claim priority of the earlier foreign filing without disclosing details about the mark—or the mark itself—until months later. For a detailed analysis of these so-called “submarine trademarks,” see generally CARSTEN FINK, ANDREA FOSFURI, CHRISTIAN HELMERS & AMANDA MYERS, Submarine Trademarks, NORTHWESTERN PRITZKER SCHOOL OF
searchable using the TESS. The U.S. Patent and Trademark Office (USPTO) launched TESS in 2000. TESS offers a way to search federal trademark filings online without cost but, while it does not require any technical expertise, it can be a tricky interface.

There are two primary types of TESS searches: simple and structured. Using the basic fields in both types of searches, enquirers can surface trademark applications for surveillance technologies through strategic queries. Simple searches enable searching by limited criteria, namely by Combined Word Mark (e.g., AMAZON RING), Serial or Registration Number (88075713), and Owner Name and Address (Amazon Technologies, Inc., 410 Terry Avenue North, Seattle, Washington 98109). Structured searches permit searching by a wider range of search terms across many more fields, including Current Basis (1B, Intent to Use), Goods and Services (surveillance), and International Class (Class 9). After running a search using TESS, one can view each of the filings for a particular application for registration of a trademark using the TSDR system.

Crucially, and unlike patent applicants, all federal trademark applicants must make “bona fide use of the mark in the ordinary course of trade, and not made merely to reserve a right in a mark” before the Examiner will allow a mark to be added to the Principal or Supplemental Register. Applicants who make misrepresentations during the trademark application process risk losing

---


33. Id.

34. Id.; see infra Parts II.A–C.

35. There are many acronyms involved in the process to federally register a trademark. See Trademark Status and Document Retrieval (TSDR), U.S. PAT. & TRADEMARK OFF., http://tsdr.uspto.gov/. Note that there are far fewer ways to run trademark searches using TSDR, which limits search fields to US Serial, Registration, or Reference number or International Registration number. Id.

federal trademark protection for their mark.  

Requiring that applicants must intend to use the mark in connection with the goods and services identified in the application for registration means that applications for registration of trademarks avoids the issue created by dystopian patents that companies, like Amazon, dismiss as speculative. Instead, the bona fide requirement forces companies to stand by representations made in their applications, correct their errors or admit to misleading the USPTO.

Three portions of the applications to register trademarks predictably yield useful information about surveillance technologies. The first is the “use designation,” which requires the applicant to identify whether the application for registration is based on use of the mark for the underlying product or whether the application is based on an intent to use the mark. The second is the goods and services classifications and descriptions, which offer general categorizations and specific identifications of the types of products for which the mark will be used. And the final one, and perhaps the most unique and valuable, is the “specimen” portion, which consists of visual representations depicting how the mark is used in commerce—think screenshots of computer interfaces and photographs of hardware emblazoned with logos. This Part examines each of those three portions of trademark applications in turn.

A. INTENT TO USE OR IN-USE DESIGNATION

Federal trademark filings require a designation regarding whether the owner currently uses the mark in commerce or whether the owner intends to use the mark at a future date. When viewing an application in TESS, these designations are coded as filing bases 1A and 1B, respectively. For in-use applications, the owner must disclose the date the mark was first used in commerce. The use designation offers a way to determine when goods and


38. See supra Part I.

39. The mark need not be in use at the time of the filing, so long as the use designation is identified as “intent-to-use.” See TMEP, supra note 36, § 1101.

40. 15 U.S.C. § 1051(a) – (b).


42. 15 U.S.C. § 1051(a)(2). Six months after filing an intent-to-use application, the owner must file a Statement of Use confirming that the mark is being used in commerce or risk abandoning the application. 15 U.S.C. § 1051(d)(1). On a showing of good cause by the applicant, the Director of the U.S. Patent and Trademark Office may grant a series of six-
services under a particular mark were first offered to the relevant purchasing public, which, in some instances, may be sales to law enforcement.

B. GOODS AND SERVICES CLASSIFICATIONS AND DESCRIPTIONS

The goods and services classification and description portion of federal trademark filings consists of two components: a numerical classification categorizing the goods or services and a plain-language description of the goods or services to be covered by a particular mark. The classification and description requirement for federal trademark filings dates back to 1870 and the earliest codified trademark law in the United States, which required applicants to identify “the class of merchandise and the particular description of goods comprised in such class, by which the trademark has been or is intended to be appropriated.” Subsequent trademark laws similarly required the identification of goods, although without acknowledging protection for federal trademarks used in connection with services. The Lanham Act, passed in 1946, finally extended trademark protection to services.

Federal law does not mandate a classification system, but the Director of the USPTO has determined one: the Nice Classification, a numerical classification system featuring 45 distinct classes, with so-called International Classes 1 through 34 identifying goods and International Classes 35 through 45 identifying services. The Nice Classification is used to determine registration fees for federal trademark applications, with each class costing between $225 and $400 depending on the type of trademark application. Overview of Trademark Fees, U.S. PAT. & TRADEMARK OFF., https://www.uspto.gov/trademark/fees-payment-information/overview-trademark-fees (last visited Oct. 28, 2019); TMEP, supra note 36, § 1401.01.
identifying services. Surveillance technologies are likely to fall into one or more of the following classes: Class 9 covering electrical and scientific apparatuses, which includes hardware and computer software (such as body-worn cameras or predictive policing algorithms), Class 42 covering computer and scientific services (such as developing big data analytics software), or Class 45 covering personal and legal services (such as surveillance services or monitoring computer services for clients). Goods and services descriptions offer additional detail about the goods or services on which a mark will be used. Many model goods and services descriptions are included in the Acceptable Identification of Goods and Services Manual (ID Manual), which operates as a guide for trademark applicants looking to craft goods and services descriptions that will be intelligible to trademark examiners and thus unlikely to create complications for the application. Applicants may try to disclose limited information in goods and services descriptions, but such strategies may limit the power of the

48. TMEP, supra note 36, § 1401.02(a); see also the Nice Agreement (establishing a classification of goods and services for purposes of registering trademarks and service marks). The United States became a signatory to the Nice Agreement in 1973. See TMEP, supra note 36, § 1401.02(a).
49. TMEP, supra note 36, § 1401.02(a).
50. Taser International filed a trademark application for the AXON AI mark covering “surveillance services featuring use of video cameras that can be worn on the head and the body and video surveillance systems used in automobiles, and computers and mobile electronic devices to provide location-specific information about the video” on February 20, 2017—more than 40 days before the rebrand from Taser to Axon was made public, teasing the company’s increasing focus on software rather than hardware. Compare AXON AI, U.S. Trademark Application Serial No. 87341984 (filed Feb. 20, 2017), with Stephen Nellis, Taser Changes Name to Axon in Shift to Software Services, REUTERS (Apr. 5, 2017), https://www.reuters.com/article/us-usa-taser/taser-changes-name-to-axon-in-shift-to-software-services-idUSKBN177265.
51. TMEP, supra note 36, § 1401.02(a). Other possible, though less likely, classes for surveillance technologies include Class 35 covering advertising and business services, Class 38 covering telecommunications services, and Class 41 covering education and entertainment services. Id.
52. See Trademark ID Manual, ID Master List, U.S. PAT. & TRADEMARK OFF., https://idm-mng.uspto.gov/id-master-list-public.html (last visited Oct. 10, 2019). The ID Manual can be used to identify how particular goods and services related to surveillance are likely to be phrased. Those phrases can then be searched using TESS.
53. TMEP, supra note 36, § 1402.04. Applicants may create their own goods and services descriptions, but trademark examiners may take issue with the specificity of the description or disagree that a particular description is consistent with the identified class. In that case, the examiner may issue an “Office Action” to the applicant suggesting revisions to the existing description or requesting revisions from the applicant. See TMEP, supra note 36, § 705.
mark and, in some instances, trigger Office Action requests from the Examiner seeking information about additional goods and services.\textsuperscript{54}

Searches using classifications and goods and services descriptions are “structured” searches within TESS.\textsuperscript{55} After selecting the option to begin a structured search, users can search by classification by typing the desired class number as the “Search Term” and selecting “International Class” as the field.\textsuperscript{56} Because a search premised on class alone would likely return many irrelevant results, one can further filter the search by typing key words from the goods and services description, such as “surveillance,” as the Search Term and selecting “Goods & Services” as the field.\textsuperscript{57} This search method is likely to yield surveillance technologies that may be used by law enforcement, such as the AMAZON RING application.\textsuperscript{58}

C. SPECIMENS

Trademark applications filed on an in-use basis must include a “specimen,” meaning some kind of label, tag, packaging, or other display that shows the mark used in connection with every class described in the application.\textsuperscript{59} Specimens are required because they “… show the manner in which the mark is seen by the public . . . [and] provide supporting evidence of facts recited in

\begin{footnotesize}
\begin{enumerate}
\item See generally TMEP, supra note 36, § 705.
\item Trademark Electronic Search System (TESS) Structured Search, U.S. PAT. & TRADEMARK OFF., http://tmsearch.uspto.gov (last visited Oct. 10, 2019). Classes must be stylized to three digits, such that a search for Class 9 would require entering “009” as the Search Term. Id.
\item Trademark Electronic Search System (TESS) Structured Search, U.S. PAT. & TRADEMARK OFF., http://tmsearch.uspto.gov (last visited Oct. 10, 2019). I am working with a Georgetown Law student to create a tool that automates this process and generates an update when a trademark application containing “surveillance” in the goods and services description is filed.
\item See AMAZON RING, Registration No. 88075713, (covering, in part, “security surveillance apparatus, namely, electronic components of security systems,” “software development kits (SDKs) comprising of software development tools and software for use as an application programming interface (API) for creating software and applications related to theft-prevention and security systems, and home and business surveillance systems,” “electronic video surveillance products, namely, electronic components of security systems; global positioning navigation software for use with smart, autonomous vehicles and mobile machines for use in connection with internet of things (IoT) enabled devices,” and “Automated self-contained electronic surveillance devices that can be deployed to gather evidence or intelligence,” all in Class 9).
\item TMEP, supra note 36, § 904.03. All marks will eventually include a specimen, but specimens are only required for applications filed on an in-use basis. Id. Searching for trademark applications that include a specimen requires a Structured Search in TESS, in which the Search Term is “1A” and the Field is “Current Basis.”
\end{enumerate}
\end{footnotesize}
the application.\textsuperscript{60} According to the Trademark Trial and Appeals Board, “[a]n important function of specimens in a trademark application is, manifestly, to enable the PTO to verify the statements made in the application regarding trademark use.”\textsuperscript{61} Effectively, specimens serve as visual demonstrations that the mark for which registration is sought is used in connection with at least one good (or service) in each class of goods or services identified in the application for registration.\textsuperscript{62}

The type of specimen varies based on the goods or services on which the mark is used. Specimens for hardware, for example, may take the form of commercial packaging.\textsuperscript{63} Specimens for software, however, are likely to take the form of a screenshot of the software interface or a website offering the software for sale.\textsuperscript{64} Although the contents of specimens are not searchable using TESS, specimens for in-use applications or registered trademarks can reveal details about surveillance technologies, from the physical configuration of surveillance hardware,\textsuperscript{65} to the features of surveillance software,\textsuperscript{66} to the location of law enforcement customers.\textsuperscript{67}

III. REVEALING DISCLOSURES IN TRADEMARK FILINGS FOR SURVEILLANCE TECHNOLOGIES

Revealing a surveillance technology using federal trademark filings opens new avenues for journalists, researchers, and civil society to leverage those disclosures. One may discover that a surveillance technology is in development

\textsuperscript{60} TMEP, supra note 36, § 904.
\textsuperscript{61} Application of Bose Corp., 546 F.2d 897 (C.C.P.A. 1976). The Federal Circuit made similar observations. See In re Sones, 590 F.3d 1282, 1284 (Fed. Cir. 2009) (observing that the USPTO requires specimens to ensure that applicants are using the mark in commerce).
\textsuperscript{62} TMEP, supra note 36, § 904.01. The TMEP offers extensive guidance about the forms that certain specimens may take. See TMEP, supra note 36, § 904. An effort to reform the process for federal trademark registration to require fewer disclosures would likely target specimens. However, specimens are a crucial piece of the registration process that ought to go unchanged, despite possible future challenges from industry.
\textsuperscript{63} TMEP, supra note 36, § 904.03(e).
\textsuperscript{64} Id.; In re Azteca Sys., Inc., 102 U.S.P.Q.2d 1955 (T.T.A.B. 2012). Screenshots of websites merely advertising the software are insufficient as specimens. TMEP, supra note 36, § 904.03(e). Similarly, displays associated with goods, including advertising and promotional materials, are not “per se ‘displays’ ” that qualify as sufficient specimens. See id. § 904.03(g).
\textsuperscript{65} See infra Part III.A.
\textsuperscript{66} See infra Parts III.B–C.
\textsuperscript{67} See, e.g., SHOTSPOTTER, Registration No. 3896150, Specimen (Feb. 25, 2016) (featuring a map identifying more than 50 cities across the United States, Brazil, Panama, and the United Kingdom using ShotSpotter technology, along with the years those cities began using the technology).
before there has been a public announcement. One may uncover a surveillance technology whose existence has been obfuscated by non-disclosure agreements between a company and law enforcement. One may find that the maker of a surveillance technology potentially exposed personal information about a target publicly. Or one may unearth the terms of the financial arrangement between a company and law enforcement. Each revelation presents a new opportunity to bring new information about surveillance technologies to light so that the public may play a role in deciding how these technologies are deployed—or whether they’re deployed at all.

These examples form the basis of three original case studies of Harris Corporation’s STINGRAY mark, Vigilant Solution’s VIGILANT SOLUTIONS mark, and PredPol’s PREDPOL mark. This Part explores these case studies using real trademark filings to illustrate how applications for registration of trademarks can be a source of transparency about surveillance technology, even when other transparency mechanisms fall short.

A. STINGRAY: CELL-SITE LOCATION INFORMATION INTERCEPTORS

Modern mobile phones disclose a significant amount of sensitive personal information, such as who we call, how long we talk to them, and our real-time locations. With that wealth of information at the ready, it is not surprising that law enforcement has an interest in capturing these details at the source. Enter cell-site location information interceptors, or CSLI interceptors. CSLI interceptors mimic cell phone communications towers in such a way that all nearby cell phones, including those of innocent passersby, are “tricked” into communicating with an interceptor rather than a cell tower operated by a telecommunications provider.

68. See, e.g., supra Part I.

69. See infra Part III.A.

70. See infra Part III.B.

71. See infra Part III.C.


73. For a discussion of the detailed information that can be revealed by CSLI, see Carpenter v. United States, 138 S. Ct. 2206, 2211–13 (2018). These devices are also sometimes referred to as international mobile subscriber identity, or IMSI, catchers.

Harris Corporation, a defense contractor based in Melbourne, Florida, makes one of the most popular CSLI interceptors, sold under the brand name STINGRAY. The Stingray device has become so popular in the market that “stingray” often generically refers to the whole class of technologies known as cell-site simulators. Since introducing the Stingray device, Harris Corporation has taken steps to avoid transparency about its surveillance technology: Harris Corporation’s website omitted any information about Stingray devices, and marketing materials came with warnings that distribution outside law enforcement or telecommunications firms could be a crime, punishable by up to five years in prison. Harris Corporation petitioned the Federal Communications Commission to prevent disclosure of Stingray user manuals in response to public records requests. The company even went so far as to demand that law enforcement using Stingray devices agree and adhere to strict

---


76. STINGRAY, Registration No. 2762468 (Sept. 9, 2003). Harris Corporation makes many other pieces of surveillance technology, including DENALI, Registration No. 5628200 (filed Dec. 11, 2018) (Class 9 covering, in part, “firmware installable in communications transceivers for enabling such transceivers to encrypt and decrypt information communicated via the transceivers”), and KINGFISH, Registration No. 2867227 (July 27, 2004) (Class 9 covering “electronic surveillance transceivers for tracking, locating and gathering information from cellular telephones”).

77. See, e.g., Jennifer Valentino-DeVries, “Stingray” Phone Tracker Fuels Constitutional Clash, WALL ST. J. (Sept. 22, 2011), https://www.wsj.com/articles/SB1000142405311190419460457683112723197574; Gallagher, supra note 74 (noting that the term “stingray” is used generically). The terms “cell site location information interceptors” and “cell-site simulators” are used interchangeably.

78. Gallagher, supra note 74.

non-disclosure agreements prohibiting those agencies from disclosing any details about Harris’ equipment, including its existence—even to judges.80

Perhaps Harris Corporation’s dedication to avoiding transparency explains why it took some time for the public to receive its first federal case to mention Stingray devices.81 In United States v. Allums, the defendant, James Edward Allums, was charged with three robberies, in part based on the CSLI of Allums’ cell phone.82 As Judge Stewart explained, the government used a phone and “another device called a Stingray, which also tracked which cell tower was the strongest at any geographical position,” to identify the location of Allums.83 The unpublished memorandum decision was released in 2009, but it took until 2014 for the American Civil Liberties Union to use a public records request to obtain emails (also written in 2009) revealing that law enforcement in Florida had been misleading judges, defense counsel, and defendants about the use of Stingray devices.84


81. United States v. Allums, No. 2:08-CR-30 TS (D. Utah, Mar. 24, 2009). The Rigmaiden case, which involved a pro se defendant who successfully demonstrated that a warrantless cell-site location information interceptor was used to investigate his case, is often identified as the first case to publicly reveal the existence of Stingray devices—but the final decision, which discussed Stingray devices, was not decided until 2013. See United States v. Rigmaiden, No. CR 08-814-PHX-DGC (D. Ariz. May. 8, 2013). That said, similar devices were in use well before 2009—the Harris Corporation’s Triggerfish device was promoted as early as 1991. See Stephanie K. Pell & Christopher Soghoian, A Lot More Than a Pen Register, and Less Than a Wiretap: What the Stingray Teaches Us About How Congress Should Approach the Reform of Law Enforcement Surveillance Authorities, 16 YALE J. L. & TECH. 134, 142 (2014); see also Tsutomu Shimomura, Catching Kevin, WIRED (Feb. 1, 1996), https://www.wired.com/1996/02/catching/ (describing how a cell-site simulator was used to track hacker Kevin Mitnick, along with a Triggerfish device). The earliest trademark application for the Triggerfish mark was filed in 2001. See TRIGGERFISH, Registration No. 2534253 (Jan. 29, 2002)(cancelled Oct. 31, 2008).

82. Allums, No. 2:08-CR-30 TS at 1.

83. Id. at 2.

If someone had been scanning federal trademark filings, however, the public would have known about the existence of Stingray devices nearly a decade sooner. On August 21, 2001, Harris Corporation filed a federal trademark application for the STINGRAY mark. The mark was filed with an intent-to-use designation, with the first use date of March 2, 2003. As registered, the mark covers “multi-channel, software-defined, two-way electronic surveillance radios for authorized law enforcement agencies for interrogating, locating, tracking and gathering information from cellular telephones” in Class 9. The specimen depicts an actual Stingray device, emblazoned with the logo, and depicting the inputs and outputs embedded in the device.

Using federal trademark filings, the public could have learned about the existence of CSLI interceptors nearly a decade before the first federal court decision disclosing the existence of Stingray devices.

86. STINGRAY, Registration No. 2762468 (Sept. 9, 2003).
87. Id.
88. Id.
89. STINGRAY, Registration No. 2762468, Specimen (June 18, 2003). The specimen was the second specimen submitted; the prior specimen borders on illegible due to the quality of the images included. See STINGRAY, Registration No. 2762468 (June 5, 2003).
B. VIGILANT SOLUTIONS: AUTOMATED LICENSE PLATE READERS

Certain private corporations regularly take photographs of cars, trucks, and other automobiles and sell those images to law enforcement. These companies mount small high-speed cameras called automated license plate readers, or ALPRs, on moving police vehicles or stationary infrastructure like bridges or
The photographs are then stored in searchable databases used by law enforcement. According to the International Association of Chiefs of Police, law enforcement agencies can use ALPRs to “enhance their enforcement and investigative capabilities, expand their collection of relevant data, and expedite the tedious and time consuming [sic] process of comparing vehicle license plates with lists of stolen, wanted, and other vehicles of interest.” ALPRs also enable surveillance by empowering law enforcement to track a single vehicle across cities and states with no suspicion of wrongdoing—a task that would be challenging, if not impossible, for someone peering out of a window and jotting down license plate numbers.

ALPR databases are also abused blatantly. In 2016, for example, a Washington D.C. police officer pleaded guilty to extortion after blackmailing car owners whose vehicles were identified near a gay bar. The year before, a SWAT team mistakenly raided a man’s house searching for a marijuana-growing operation because of license plate monitoring at a garden store but found no evidence of such an operation. And several years before that, police...
removed a woman from her car at gunpoint on the mistaken belief that she was driving a stolen car after a license plate reader had misread her plates.98

Most states do not regulate ALPRs.99 But sixteen states, including California, Florida, and Maryland, do have laws regarding license plate readers and data retention.100 These laws can still be insufficient to deter misconduct. In early 2020, a California auditor discovered widespread issues with use of license plate readers across the state, from insecurely storing data to sharing images with thousands of entities across the United States without determining whether those entities had a right or need to access the images.101

One of the leading ALPR vendors is Vigilant Solutions, a company based in Livermore, California.102 Vigilant Solutions takes information that can be unwieldy to manage and collect—like photographs of license plates—and assembles that information into databases for private clients.103 In its marketing materials, Vigilant Solutions advertises that its license plate recognition tools scan photographs of license plates along with the date, time, and location of where a particular vehicle was photographed.104


executive for Vigilant Solutions’ subsidiary DRN, compared the company’s work to “a guy holding his head out the window, looking down the block, and writing license-plate numbers down and comparing them against a list. The technology just makes things better and more productive.” Vigilant Solutions’ technology certainly makes surveillance easier: Vigilant Solutions advertises that its commercial dataset offers more than 5 billion license plate detections, with more than 150 million plates added each month.

Discovering information about ALPRs can be challenging. In 2018, the Electronic Frontier Foundation (EFF) used public records requests to find out more information about the procurement and deployment of ALPRs. EFF partnered with Muckrock—a nonprofit organization dedicated to public records requests—to file a series of requests to gather details about more than 200 cities’ ALPR programs. Responses to these requests revealed that fewer than 1% of the 2.5 billion license plates scanned in the years 2016 and 2017 were linked to cars under any suspicion at the time the plates were captured. EFF concluded that law enforcement agencies shared their data with a minimum of 160 other agencies, all through Vigilant Solutions’ LEARN program, an acronym for Law Enforcement Archival and Reporting Network. In response to EFF and MuckRock’s FOIA requests, Vigilant Solutions reached out to at least one jurisdiction to assure the city that “quite simply…we are here for you.”

105. Nakashima & Hicks, supra note 90.
109. Id. Vigilant Solutions has been unimpressed by EFF’s investigations into its technology and policies. See, e.g., Susan Crandall, EFF: Stop Creating Fake News and Scaring People!, VIGILANT SOLUTIONS (July 12, 2018), https://www.vigilantsolutions.com/eff-stop-creating-fake-news-scaring-people/ (responding to an EFF investigation that linked a Vigilant Solutions customer that manages several California malls to vehicle data shared with Immigration and Customs Enforcement (ICE)).
Vigilant Solutions has two federally registered trademarks. One is a design mark for a three-part disjointed V with the words VIGILANT SOLUTIONS stacked on top of one another to the right of the V, was filed on June 26, 2014. The VIGILANT SOLUTIONS design mark covers “computer hardware and software in the fields of law enforcement and crime prevention for identifying human faces and vehicle license plates, for tracking vehicles over time and geographic location, and for producing reports on the movements of specific vehicles” in Class 9.

But it is the VIGILANT SOLUTIONS specimen that is especially revealing—it features what appears to be authentic geolocation data linked to real license plate numbers:

Figure 2: Vigilant Solutions LEARN Interface

Applicant: Vigilant Solutions, Inc.
Mark: VIGILANT SOLUTIONS & V Design

111. VIGILANT SOLUTIONS, Registration No. 4780381 (July 28, 2015).
112. Id.
Vigilant Solutions appears to have submitted an image from its LEARN database depicting four license plate numbers, all of which are clearly legible in the specimen. The specimen also appears to reveal the precise latitude and longitude data for a specific license plate number. According to the specimen, the plate was identified through private data and a private system on Dam Neck Road in Virginia Beach, Virginia. The specimen includes a visualization of the location.

The other, earlier registration is for the image of a disjointed V, filed on August 13, 2013. The mark covers “computer hardware and software in the fields of security and law enforcement for tracking vehicles over time and geographic location and for producing reports on the movements of specific vehicles” in Class 9.

The specimen appears to show an interface for a “Vigilant Stakeout—Report” and depicts an exact address in Homestead, Florida. Visit number 21 is highlighted with 531 plates scanned, but the target plate does not appear to have been scanned. The bottom of the specimen features five images of car bumpers, each featuring their respective license plate numbers, as well as the date and time the cars were scanned.

---

113. VIGILANT SOLUTIONS, Registration No. 4780381, Specimen (June 26, 2014).
114. Id.
115. Id.
116. Id.
117. VIGILANT SOLUTIONS, Registration No. 4528520 (May 13, 2014).
118. Id.
120. Id.
121. Id.
Vigilant Solutions’ trademark filings offer an additional approach to surveillance transparency, in which the public reveals that a company may have failed to protect the sensitive information that it collects. There has already been backlash to the deployment of ALPRs in communities without public approval, and these specimens may further fuel transparency by offering journalists and civil liberties organizations an alarming new talking point.

C. PREDPOL: PREDICTIVE POLICING ALGORITHMS

Predictive policing uses algorithms that attempt to predict the geographical locations of future crimes using data drawn from past crime statistics and other

---

122. See supra note 119.

PredPol is not without controversy. Relying on crime data that reflects systemic racial bias as training data—dubbed “dirty data” by Rashida Richardson, Kate Crawford, and Jason Schultz—can effectively amplify those biases.127 PredPol remains a private company, developed from research conducted by the University of California, Los Angeles and the Los Angeles Police Department,128 but only individuals who have financial interests in PredPol have conducted research on the company’s methodology.129 Some of those jurisdictions, like the Los Angeles Police Department, have been candid and forthcoming about their use of PredPol algorithms to evaluate crimes.130

Others have been far less transparent, leading researchers to resort to clever techniques to try to learn more about PredPol’s partnerships and practices. In 2018, a security researcher used a series of domain-name logins to identify a dozen cities with previously undisclosed relationships with PredPol.131 Journalist Caroline Haskins used the domain names as a starting


126. Id. As Ferguson notes, “PredPol’s primary business of targeting burglary and auto-related crimes avoids many of the data collection problems of a broader crime focus.” *Policing Predictive Policing*, supra note 124, at 1148.


point for her own series of public record requests for PredPol contracts and negotiation emails, instruction manuals, and slide presentations.\(^\text{132}\) That same year, researchers Ellen Goodman and Robert Brauneis sent public records requests to eleven police departments, eight of which declined to respond or acknowledged the request without producing any responsive documents.\(^\text{133}\) One city even stated that “[t]he City Attorney has advised that information revealing surveillance techniques, procedures or personnel is exempt from public inspection pursuant to s. 119.071(2)(d), Florida statutes.”\(^\text{134}\)

Neither investigation revealed a relationship between PredPol and the city of Richmond, California, a small city in the East Bay.\(^\text{135}\) The existence of Richmond’s contract with PredPol was not exactly a secret,\(^\text{136}\) but the details were revealed somewhere surprising: federal trademark filings.\(^\text{137}\) PredPol filed a trademark application for the PREDPOL mark on February 2, 2012 covering, in part, “computer software for use in law enforcement and related business, namely, computer software used for use in the analysis and determination of probable locations where crimes will be committed with information delivery through browser and portable device applications and map overlays” in Class 9.\(^\text{138}\)


\(^{133}\) Brauneis & Goodman, \textit{supra} note 128, at 146–47.


\(^{137}\) PREDPOL, Registration No. 4299222 (Mar. 5, 2013).

\(^{138}\) \textit{Id.}
On December 13, 2012, PredPol submitted a specimen showing the PREDPOL mark as used in commerce. The majority of the specimen appears to be marketing materials explaining the mechanics of how PredPol
works and the ways in which it can benefit law enforcement.\textsuperscript{140} But, beginning on the third page, PredPol submitted a contract that lays out the proposed terms for a PREDPOL software deployment for the city of “Richmond, CA.”\textsuperscript{141} The contract begins by explaining that “PredPol is glad to be working with you on decreasing the City’s crime and looks forward to a very productive and successful relationship.”\textsuperscript{142}

The contract is dated August 2, 2012,\textsuperscript{143} and it identifies the financial parameters for the agreement. It states that the “list price for a municipality the size of Columbia is $75,000” and the “setup fee is...$15,000.”\textsuperscript{144} The contract appears to provide Richmond with two discounts: “Columbia [sic] will receive a 33% discount on the annual subscription fee for PredPol, to $50,000 per year” and the “[s]etup fee will be waived.”\textsuperscript{145} The term of the subscription is three years.\textsuperscript{146} There is also a provision providing that “[a]dditional discounts in subsequent years based on deployment of the tool across other, adjacent jurisdictions are available.”\textsuperscript{147}

The most shocking term of the contract is Richmond’s agreement to support PredPol and its work in exchange for the discounted pricing.\textsuperscript{148} The contract states that “City agrees to reasonably support PredPol’s research and development by doing the following, during the term of this Agreement...[p]rovide public testimonials and referrals to other agencies” and “[e]ngage in reasonable joint/integrated marketing, including but not limited to press conferences and media relations, training materials, marketing, tradeshows, conferences, speaking engagements and research.”\textsuperscript{149} If any of the previously mentioned support would “involve costs to the City outside of their normal costs for employees performing their normal job duties, PredPol agrees to reimburse City for such costs. For example, if a Chief is requested to attend and speak at a conference of Police Chiefs to which they are not already traveling, PredPol agrees to reimburse City for travel expenses, if requested.”\textsuperscript{150} The document is marked “CONFIDENTIAL” at the bottom.\textsuperscript{151}

\textsuperscript{140.} Id.
\textsuperscript{141.} Id.
\textsuperscript{142.} Id.
\textsuperscript{143.} Id.
\textsuperscript{144.} Id. The city of Columbia is referenced at several points in the contract. It is not clear why one reference is comparative and the other appears to be a mistake in the contract.
\textsuperscript{145.} PREDPOL, Registration No. 4299222, Specimen (Dec. 13, 2012).
\textsuperscript{146.} Id.
\textsuperscript{147.} Id.
\textsuperscript{148.} See id.
\textsuperscript{149.} Id.
\textsuperscript{150.} Id.
\textsuperscript{151.} Id.
Despite its apparent contractual agreement to support PredPol, the Richmond Police Department terminated its relationship with the company in 2016, midway through a multi-year contract, because the city found that there was no measurable impact on crime reduction.[^152] It does not yet appear that journalists and civil liberties organizations have filed public records requests to determine whether Richmond received any additional discounts on its PredPol contract or took advantage of PredPol’s offer to reimburse travel expenses in exchange for “reasonably supporting” PredPol’s research and development.

IV. CONCLUSION

If the public had known the details about the secret surveillance technologies tricking our cell phones, tracking our license plates, and telegraphing our prospective criminality, perhaps we could have refused these technologies’ use before they became firmly rooted in our criminal legal system. Surveillance transparency is tricky, but we need it more than ever. How can we resist invasive surveillance technologies, created by corporations and embraced by law enforcement, when we are not aware of the threats? Using federal trademark filings to investigate existing and future surveillance technologies offers journalists, researchers, and civil society the opportunity to better understand dangerous surveillance technologies and, hopefully, energize the public to mount a resistance.[^153] By using federal trademark filings for surveillance transparency, we can adopt one more way to resist an entrenched power dynamic: the watched can become watchers.


[^153]: The author hopes that the public will also embrace tools that scan the USPTO database for new trademark filings for surveillance technology.
PLATFORMS, ENCRYPTION, AND THE CFAA: THE CASE OF WHATSAPP v. NSO GROUP

Jonathon W. Penney† & Bruce Schneier††

ABSTRACT
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I. INTRODUCTION

Encryption has gone mainstream.¹ Now, after the Snowden and Cambridge Analytica scandals showed there is a demand for it, smartphone manufacturers and social media companies have increasingly sought to employ encryption to ensure users’ privacy and security.² For example, popular social media messaging applications like WhatsApp, Facebook Messenger, Apple’s iMessage, Snapchat, and Zoom, among many others, all

now implement end-to-end encryption or plan to do so in the near future. End-to-end encryption is a type of secure communications that ensures messages are entirely encrypted while in transit so only the sender and the recipient have the special cryptographic keys to decrypt and view communications; to anyone else, including the network or platform operators themselves, they are indecipherable. In this way, end-to-end encryption acts as both a code-based barrier—protecting the content of communications from all third parties—and an authentication gate, as only the sender and recipient have the keys to decrypt and view each message. There is also an important human rights dimension to these developments. Social justice activists at home and human rights activists and dissidents abroad increasingly use end-to-end encrypted messaging applications like Signal and WhatsApp to protect themselves from government and corporate surveillance, malicious hackers, and cybercriminals alike.

3. Mahlmann, supra note 2; Dylan Clarke & Syed Taha Ali, End to End Security is Not Enough, in SECURITY PROTOCOLS 260, 261 (Frank Stajano, Jonathan Anderson, Bruce Christianson & Vashek Matyáš eds., 2017); Catalin Cimpanu, Zoom backtracks and plans to offer end-to-end encryption to all users, ZDNET (June 17, 2020), https://www.zdnet.com/article/zoom-backtracks-and-plans-to-offer-end-to-end-encryption-to-all-users/.


6. See Colvin, supra note 2, at 35 (stating the UN Special Rapporteur for Freedom of Expression has also advocated for legal protections for encryption); Amelia Nierenberg, Signal Downloads Are Way Up Since the Protests Began, N.Y. TIMES (June 11, 2020), https://www.nytimes.com/2020/06/11/style/signal-messaging-app-encryption-protests.html; Encryption is for “Real People”, HUMAN RIGHTS WATCH DISPATCHES (Aug. 2, 2017), https://www.hrw.org/news/2017/08/02/encryption-real-people ("Who else uses end-to-end encryption? The list is long. Peaceful pro-democracy and reform activists in places like Hong Kong, Turkey, Central Africa, and across the Middle East. LGBT people living in countries where their sexual orientation is criminalized. Whistleblowers who reveal governmental or corporate malfeasance. Journalists everywhere trying to protect their sources. Add to that list diplomats and government officials, including some in the UK parliament and Foreign Office. Or doctors, lawyers, and business people discussing sensitive and confidential information.").
But this wider use of encryption, especially in popular communications applications and networks, has led both governments and hackers to employ creative and novel methods to circumvent or “workaround” these protections, like exploiting encryption vulnerabilities or backdoors, or targeting communication network “endpoints” with malware and spyware. These activities raise important questions as to how the Computer Fraud and Abuse Act (CFAA), the primary federal anti-hacking statute, best applies to end-to-end encrypted networks and attempts to circumvent it. In fact, the issue has taken on even greater urgency in light of the United States Supreme Court’s recent landmark decision in United States v. Van Buren. The Court at long last endorsed a “narrow reading” of the CFAA, confirming it is “fundamentally” a trespass statute. That is, the “basic wrong” leading to


10. Orin Kerr, The Supreme Court Reins In the CFAA in Van Buren, LAWFARE BLOG (June 9, 2021), https://www.lawfareblog.com/supreme-court-reins-cfaa-van-buren (“[T]his is a major victory for those of us who favor a narrow reading of the CFAA. It settles that the CFAA is fundamentally a trespass statute. The basic wrong is bypassing a closed gate, going where you’re not supposed to go. The CFAA does not make it a crime to break a promise online. It does not make it a crime to violate terms of service. The statute is all about gates: When a gate is closed to a user, the user can’t wrongfully bypass the gate.”); see also Aaron Mackey & Kurt Opsahl, Van Buren is a Victory Against Overbroad Interpretations of the CFAA, and Protects Security Researchers, EFF DEEPLINKS BLOG (June 3 2021), https://www.eff.org/deeplinks/2021/06/van-buren-victory-against-overbroad-interpretations-cfaa-protects-security; Van Buren: The implications of what is left unsaid, IAPP PRIVACY ADVISOR (June 18, 2021), https://iapp.org/news/a/van-buren-the-implications-of-what-is-left-unsaid/; Will Duffield, Van Buren Decision Is a Step in the Right Direction, CATO INST. BLOG (June 14, 2021), https://www.cato.org/blog/van-buren-decision-step-right-direction; Clifford R. Atlas, Jonathan L. Crook, Jason Christopher Gavejian, Joseph John Lazzarotti & Erik J. Winton, Supreme Court Adopts Narrow Interpretation of Computer Fraud and Abuse Act, MARTINDALE LEGAL LIBR. (June 4, 2021), https://www.martindale.com/legal-news/article_jackson-lewiserpe_2546923.htm; Debbie L. Berman, David Bitkower, April A. Otterberg, Shoba Pillay, Aaron R. Cooper, Andrew J. Plague & Eric Fleldermann, SCOTUS Limits the Reach of the Computer Fraud and Abuse Act, with Implications for Cybersecurity, Trade Secrets Litigation, and Beyond, LEXOLOGY (June 6, 2021), https://www.lexology.com/library/detail.aspx?g=25ca11d7-1df-46f9-256-030b97c4c8ca; Tiana Demas, Kathleen Hartnett, John Hemann, Travis LeBlanc, Joseph Mornin & Darina Shtrakman, US Supreme Court Narrows Scope of Computer Fraud and Abuse Act in Van Buren, Remands LinkedIn, COOLEY
criminal and civil liability under the CFAA is bypassing an access barrier—or “gate”—in order to access, or go where you are not supposed to go, on a computer system or network.\textsuperscript{11} Though the Court did not entirely settle what qualifies as a gate, it is clear the Court favors code-based or technological access restrictions—like end-to-end encryption.\textsuperscript{12} Additionally, the Court cast considerable doubt on the usefulness of the CFAA in regulating and policing insider threats—those with authorization or permission to access a computer system or network—like an employee, contractor, or social media platform user who has created a free account.\textsuperscript{13} Insider threats have long been a central cybersecurity concern,\textsuperscript{14} especially in an era of ubiquitous computing and social media.\textsuperscript{15} Using what the Court called a “gates up-or-down inquiry,” if a


\textsuperscript{12} In footnote 8 of \textit{Van Buren}, the Court appears to leave open the possibility that contract and policy-based access restrictions can lead to CFAA liability despite rejecting the policy-based use restrictions at issue in the case. See 141 S. Ct. at 1658 n.8; see also Kerr, supra note 11; Orin Kerr (@OrinKerr), TWITTER (June 3, 2021, 8:10 PM), https://twitter.com/OrinKerr/status/1400500114569916422 (concluding that \textit{Van Buren} likely requires a “mostly technological test, but one that can be impacted by written restrictions”); Paul Ohm (@PaulOhm), TWITTER (Jun. 3, 2021, 5:57pm), https://twitter.com/paulohm/status/1400466767290400784 (“I think footnote 8 is a red herring and just forestalls the eventual ‘code-based’ approach in some future opinion. It’s hard to read the rest of the opinion without thinking Barrett is gesturing requiring code-based.”); Mackey & Opsahl, supra note 10; Atlas et al., supra note 10; Berman et al., supra note 10.

\textsuperscript{13} The Court called them “inside hackers.” \textit{Van Buren}, 141 S. Ct. at 1658.


\textsuperscript{15} Popular social media and communications platforms (like Facebook, Twitter, or WhatsApp) typically have hundreds of millions, even billions, of users—a target rich environment for malicious actors—and are generally accessible to anyone with an internet connection. See Marianna Noll, \textit{ Insider Threats on Social Media}, IT SECURITY CENTRAL (November 7, 2017), https://itsecuritycentral.teramind.co/2017/11/07/insider-threats-on-social-media/ (“Consider how much compromising information people share on social media which can include personal life details, political views, location, interests, and much
user has any authorized access to a computer system ("gates up") then there
is no CFAA liability for violating use restrictions—like those found in terms
of service or use policy—that regulate improper uses of the network or
information therein to which they have access.\(^{16}\) Previously, if terms of
service or use policies prohibited such activities—such as abusing access to
target other users, misappropriating information for malicious purposes, or
carrying out attacks or other illicit activities against targets elsewhere
online—some courts found that insiders could be liable under the CFAA for
exceeding their authorized access.\(^{17}\) Not anymore. Now, the only way an
insider can exceed authorized access is when they access information—such
as "files, folders, or databases," etc.—in other "areas within the [computer]
system,"\(^{18}\) to which they had no access to begin with.

After \textit{Van Buren}, understanding and theorizing the nature and scope of
sophisticated code-based access barriers and authentication gates—like end-
to-end encryption—under the CFAA is now more important than ever, as

more. For cyber criminals this data about a target is an absolute goldmine. . . . More than
sharing information, social media platforms also provide another vector for phishing and
drive-by-installations of malware. In either case social media platforms become a threat to
your organization, which cannot be ignored if you allow your employees to use their social
media at work."); Ellen Messmer, \textit{Hackers use corporate attacks as staging grounds for other cyber
2164029/hackers-use-corporate-attacks-as-staging-grounds-for-other-cyber-assaults.html;
Guerrino Mazzarolo, Juan Carlos Fernández Casas, Anca Delia Jurcut & Nhien-AnLe-Khac,
\textit{Protect Against Unintentional Insider Threats: The risk of an employee’s cyber misconduct on a Social
Media Site}, in \textit{Cybercrime in Context} 79–82 (M. Kranenbarg & Leukfeldt eds., 2021); \textit{see
also Helen Margetts, Rethinking Democracy With Social Media, in Rethinking Democracy
107–08} (Andrew Gamble & Tony Wright eds., 2019) ("Social media—digital platforms
which allow the creation, location and exchange of content—are entwined with every
democratic institution and the daily lives of citizens, having reached incredible levels of
penetration. Worldwide, Facebook has 2 billion users, YouTube has 1.5 billion, Whatsapp
1.2 billion, Instagram 700 million, Twitter 328 million and the Chinese WeChat 889 million;
nearly three quarters (73 per cent) of US adults use YouTube, while 68 per cent use
Facebook.").

16. \textit{Van Buren}, 141 S. Ct. at 1651–58, 1661–62; Kerr, \textit{supra} note 10; Mackey & Opsahl,
\textit{supra} note 10; Atlas et al., \textit{supra} note 10; Berman et al., \textit{supra} note 10.

17. There was a significant Circuit split before \textit{Van Buren}. This broader interpretation of
the CFAA—that breaching use policies could lead to liability—was held by the First,
Fifth, Seventh, and Eleventh Circuits. The "narrow interpretation" of the CFAA, employed
by the Second, Fourth, and Ninth Circuits, largely held that CFAA liability requires
something more than a mere use restriction violation, like those found in terms of service or
use policies. \textit{See Kosseff, \textit{supra} note} 7, at 176–83; Jonathan Mayer, \textit{The “Narrow” Interpretation

18. \textit{Van Buren}, 141 S. Ct. at 1651–59, 1662; Kerr, \textit{supra} note 10; Mackey & Opsahl,
\textit{supra} note 10; Atlas et al., \textit{supra} note 10; Berman et al., \textit{supra} note 10.
well as efforts to circumvent them by insiders with network access. But just as important is the task of theorizing different kinds of computer systems, and information therein, under the CFAA to understand what it means for users to exceed authorized access by accessing “information” in “other areas” within a “computer system.” Theorizing the nature of the computer system and the misappropriated information at stake has always been an important issue under the CFAA, but after Van Buren, it is now central to any CFAA liability analysis, particularly concerning hackers with authorized access to a network. Yet, this is an issue that courts have often failed to address seriously or systematically.

In this Article, we take up these very issues, using a recently launched lawsuit WhatsApp v. NSO Group, as a case study to explore them. The lawsuit was brought by WhatsApp Inc. and its parent company, Facebook, pursuing multiple CFAA claims against the cybersecurity firm NSO Group and its parent company Q Cyber Technologies (hereinafter “Complaint”). The Complaint, filed in California, alleged among other things that in 2019 NSO Group exploited a vulnerability in WhatsApp in order to spy on and monitor WhatsApp users, violating several provisions under the CFAA. WhatsApp CEO Will Cathcart, in launching the suit, declared it was part of the company’s efforts to “protect the privacy and security of our users...


20. Atlas et al., supra note 10 (noting that the key inquiry under the CFAA involves determining whether an individual had authorized access to the “areas of a computer system at issue”); Cunningham, Grant & Hoofnagle, supra note 19.

21. Mayer, supra note 17, at 1651–53 (observing that “order to properly evaluate these theories of liability, a court must necessarily sketch the boundaries of the computer system and the information and services that the defendant accessed”); Orin S. Kerr, Cybercrime's Scope: Interpreting Access and Authorization in Computer Misuse Statutes, 78 N.Y.U. L. Rev. 1596, 1653 (2003).

22. Mayer, supra note 17, at 1651–53 (noting that “courts have not seriously defined the scope of a computer system”); Kerr, supra note 21, at 1653 (noting the Morris case “raised questions about how to divide a network of computers into individual computers for the purpose of the statute,” though those issues were ignored by the Second Circuit on appeal).


24. Id. at 11–13.
everywhere.” Indeed, the case has important implications for privacy, security, and human rights, and not just due to WhatsApp’s massive 1.6 billion active user base. NSO Group’s Pegasus spyware tool has been directly linked to surveillance of human rights activists, dissidents, journalists, and lawyers in countries around the world—often by governments with poor human rights records—as well as the death of Washington Post journalist Jamal Khashoggi. More recently, the Pegasus Project, publicized by Amnesty International, documented 50,000 Pegasus spyware targets—via methods that echoed the 2019 attack on WhatsApp users—linking NSO Group to the surveillance of countless heads of state, human rights activists, and journalists globally, including Jamal Khashoggi’s family. But the case also goes to the heart of ambiguities as to how encrypted networks, like WhatsApp’s end-to-end encryption service, are best theorized under the CFAA, a salient issue given the broad range of online service providers and platforms now incorporating this technology. Moreover, the FBI is investigating NSO Group for CFAA violations due to the WhatsApp hack, which means criminal proceedings may also follow regardless of what happens in the civil litigation.

27. Many such links have been made via research by the Citizen Lab, based at the University of Toronto’s Munk School of Global Affairs and Public Policy. See NSO Group, CITIZEN LAB, https://citizenlab.ca/tag/nso-group/ (last visited Sept. 17, 2021) (supplying links to reports and related media); see also Nina dos Santos & Michael Kaplan, Jamal Khashoggi’s private WhatsApp messages may offer new clues to killing, CNN (Dec. 4, 2018), https://www.cnn.com/2018/12/02/middleeast/jamal-khashoggi-whatsapp-messages-intl/index.html.
Despite these broader human rights dimensions, the lawsuit’s reception among experts has been largely critical. It has been derided as an exercise in public relations, and the lawsuit’s CFAA claims criticized by various legal and cyber-security experts as “muddled,” unclear, and “odd.” Critics also argue the lawsuit’s claims rely too heavily on terms of service (TOS) violations, contrary to the “narrow interpretation” of the CFAA then employed by various Circuit Courts of Appeal, and recently endorsed by the Supreme Court in *Van Buren*. But perhaps the most serious charge is that the lawsuit asserts a problematic interpretation of the CFAA. It alleges NSO Group is liable for exceeding authorized access to the WhatsApp messaging network not because the network was hacked or exploited but because it was the staging ground and conduit through which the Defendants carried out their alleged attack on WhatsApp users. This “theory” of the CFAA claims, critics allege, is akin to arguing you need Google’s permission before sending an email through Gmail’s network servers. If correct, they argue, then the internet itself is in trouble—it would mean CFAA liability every time a server, host, or network is used without permission or for activities not


34. See Mayer, *supra* note 17, at 1646, 1657–58; Kosseff, *supra* note 7, at 176–78.

35. Josephine Wolff, *Whatever You Think of Facebook, the NSO Group Is Worse*, N.Y. TIMES, (Nov. 6, 2019), https://www.nytimes.com/2019/11/06/opinion/whatsapp-nsogroup-spy.html (“WhatsApp does its best to argue that NSO gained access to its own signaling and relay servers without authorization in the process of contacting WhatsApp users, but this is a dicey interpretation of the Computer Fraud and Abuse Act, akin to arguing that you need Google’s permission to send an email to a Gmail user through Google’s servers”); Ekeland, *supra* note 31 (arguing the Complaint reads as if there was “unauthorized access” because the Plaintiffs “didn’t like the way their network was used” and insisting that “if that’s the standard for CFAA liability . . . then most of the internet is in trouble”).

authorized by administrators or owners.\textsuperscript{37} Such a broad interpretation of the CFAA is, they argue, "dicey,"\textsuperscript{38} "risky,"\textsuperscript{39} and "dangerous."\textsuperscript{40}

We analyze WhatsApp’s CFAA claims to bring greater clarity to these issues and illustrate how best to theorize encrypted networks and attacks on them under the CFAA. On the facts of the case, a fairly straightforward application of the CFAA would find that the Defendants were liable to targeted WhatsApp users for accessing their devices without authorization, using the WhatsApp network as a conduit to deliver malicious code to the victims’ smartphones that allowed the Defendants unauthorized access. In fact, that is the basis for much of the criticisms of the lawsuit—the targeted users were the proper plaintiffs. The harder question, which we tackle in this Article, is whether WhatsApp, the company, also has a CFAA claim against the Defendants for their alleged attack on WhatsApp’s encrypted messaging network. In our view, it does, based on what we call a network trespass theory.\textsuperscript{41} This theory of liability is simple. It holds accessing a network and using it to hack or stage an attack on users of that network—like obtaining unauthorized access to their personal computing devices using malicious code over the network—is a trespass not just on the individual devices of the targeted users, but on the network itself, and should attract liability under the CFAA.

This theory involves subtle two legal and theoretical shifts. First, we argue for a different theoretical understanding and scope of the “computer system” at issue here—WhatsApp’s encrypted communications network. Rather than theorizing user devices—through which users interface with the network via a software client—as separate computer systems, we argue they ought to be treated as constitutive of the same network for the purposes of determining CFAA liability. Typically, we think of computer networks—like the internet—as simply a series of interconnected but separate computers.\textsuperscript{42}

\begin{itemize}
  \item \textsuperscript{37} See Ekeland, supra note 31; Wolff, supra note 35.
  \item \textsuperscript{38} Wolff, supra note 35.
  \item \textsuperscript{39} Newsroom, supra note 32.
  \item \textsuperscript{41} The theory is based on norms of trespass law as applied to certain kinds of online networks. See Kerr, supra note 11, at 1146 (“[C]oncepts of authorization rest on trespass norms.”); O’Connor, supra note 11, at 434–35; see generally Goldfoot & Bamzai, supra note 11.
  \item \textsuperscript{42} MICROSOFT COMPUTER DICTIONARY 12 (4th ed. 1999) (defining it as “[a] group of computers and associated devices that are connected by communications facilities . . . .”);
Hence, critics of *WhatsApp v. NSO Group* lawsuit claim the real victims of the hack are the users whose personal devices—separate computers from the WhatsApp network—were compromised and accessed. We argue this assumption makes sense for open networks like the internet but not encrypted networks like WhatsApp. End-to-end encrypted networks are not analogous to the open internet. They are closed networks with a central code-based design feature—end-to-end encryption—built into the network to protect the privacy and security of users and their communications. And users and their personal computing devices are not separate from the network, but, as the end nodes of the network that initiate, encrypt, send, receive, and decrypt calls, messages, and other user files and information shared over the network—essentially, all the core network functions—they are central to the network. As such, the scope and boundaries of the computer system here—the WhatsApp network—are best theorized as including users and their devices. Second, we argue that in deciding whether a code-based access barrier or authentication gate is circumvented or violated, courts should take into account the code-based access barrier’s intended function in a computer system or network. Leading scholars have long argued that the best way to approach code-based access restrictions is as authentication gates,\(^\text{43}\) and there are passages in *Van Buren* suggesting the Supreme Court may favor such an approach.\(^\text{44}\) But, we argue, construing code-based access barriers so narrowly may mean certain kinds of sophisticated attacks that “work around” stronger code-based barriers like encryption, in ways unrelated to authentication functions, may not trigger liability. To catch those too, we suggest that the intended function of the code-based barrier in a computer system or network should be taken into account, and where access is outside authentication or inconsistent with the intended function of the authentication gate or code-based access barrier, then the circumvention should trigger liability.

Analyzed through the lens of this network trespass theory, the facts alleged in the lawsuit support multiple violations under the CFAA. Our network trespass theory clarifies the CFAA’s application to communications networks. It is also consistent with the CFAA’s underlying trespass norms, ultimately avoids reliance on terms of service violations, and, we argue, should lead to better privacy and security outcomes in the long term. Second,


the lawsuit helps fill a gaping void both domestically and internationally—a means to hold companies accountable for contributing to human rights abuses abroad. Lastly, though the WhatsApp lawsuit provides the foundation for our analysis, our arguments have implications far beyond it, providing guidance not just for FBI’s reported investigation of NSO Group for criminal CFAA violations, but also on critical post-*Van Buren* issues: theorizing the nature and scope of “computer systems” and “areas”—like encrypted communications networks and similar platforms—and how best to theorize sophisticated code-based measures like end-to-end encryption, and efforts to bypass it, under the CFAA.

Our analysis has two caveats. First, though the factual allegations in the Complaint are not yet proven—and NSO Group has disputed them in court filings—^for the purposes of this Article, we assume the allegations set out are true. We also rely on some additional facts and research concerning WhatsApp’s vulnerability that were not pleaded in the action. Second, we also focus primarily on the CFAA legal claims set out in the Complaint. A fuller analysis of other issues—like WhatsApp’s claims under California state law or NSO Group’s jurisdictional arguments and sovereign immunity claims—would take us beyond the scope of this Article. However, our arguments have implications for WhatsApp’s claims under California’s Comprehensive Computer Data Access and Fraud Act and trespass law, in addition to possible criminal violations being presently investigated. In Part II, we set out the central factual and legal claims in the lawsuit and then set out predominant criticisms. We then set out our network trespass theory in Part III, and argue that it is consistent with the CFAA’s intended trespass foundations, it is narrow, and it will lead to better privacy and security outcomes in the long term. We also examine broader human rights implications of our account in Part IV.

II. WHATS APP v. NSO GROUP

Before addressing criticisms, it makes sense to briefly discuss the allegations and their context. The Complaint sets out a range of factual and legal allegations against NSO Group and centers on a security vulnerability in

---

46. *Id.* at 8–15.
the WhatsApp messaging service discovered in May 2019 and widely reported at the time\textsuperscript{48} that exposed WhatsApp users to unauthorized tracking and surveillance. Facebook’s security advisory described the vulnerability as one exploited through “remote code execution” via “specially crafted series of RTCP packets” sent, via WhatsApp’s messaging network, to the phone numbers of targeted users.\textsuperscript{49} Put in less technical terms, the attackers sent malicious code over the WhatsApp message service network that was specially designed to exploit a flaw in the network.\textsuperscript{50} This malicious code, which could be delivered simply by virtue of a missed phone call without any interaction by victims, triggered the download of spyware onto targets’ phones.\textsuperscript{51} The spyware gave the attackers full access and control over victims’ smartphones remotely, including access to messages that they normally could not access because of WhatsApp’s end-to-end encryption as well as files, emails, call logs, text messages, photos, and videos—in short, everything.\textsuperscript{52} The spyware, according to reports, bore all the hallmarks of NSO Group’s Pegasus spyware tool.\textsuperscript{53} After the lawsuit was filed, Citizen Lab issued a statement regarding research it had done linking NSO Group and the Pegasus spyware to the attack and identifying over one hundred cases of human rights defenders victimized globally, including civil society groups, activists, lawyers, and journalists located throughout the world.\textsuperscript{54}

This is essentially what is alleged in the lawsuit, with a few additional technical insights as how the attack was carried out. First, the Complaint asserts that NSO Group (“the Defendants”) created “various WhatsApp

\textsuperscript{48} Mehul Srivastava, \textit{WhatsApp voice calls used to inject Israeli spyware on phones}, FIN. TIMES (May 13, 2019), https://www.ft.com/content/4da1117e-756c-11e9-be7d-6d846537acab?;


\textsuperscript{50} \textit{CHECK POINT RES.}, supra note 49; Srivastava, supra note 48;

\textsuperscript{51} \textit{CHECK POINT RES.}, supra note 49; Srivastava, supra note 48;

\textsuperscript{52} \textit{CHECK POINT RES.}, supra note 49; Srivastava, supra note 48;

\textsuperscript{53} \textit{CHECK POINT RES.}, supra note 49; Srivastava, supra note 48;

accounts,” “agreed” to the WhatsApp Terms of Service in doing so, then “reverse-engineered” the WhatsApp app, and “developed a program to enable them to emulate legitimate WhatsApp network traffic.” This was done in order to surreptitiously “transmit malicious code—undetected—to Target Devices over WhatsApp servers.”

Second, the Defendants “routed and caused to be routed” the malicious code through WhatsApp’s servers—including “Signaling Servers and Relay Servers—concealed within part of the normal network protocol.” They then used, without authorization, the Signaling Servers to transmit the “malicious code” to the Target Devices, bypassing restrictions on the Signaling Servers and concealing the malicious code in normal call traffic. The malicious code was “injected” into the memory of Target Devices, and the Defendants later used Relay Servers to send encrypted packets also designed to “activate” the malicious code installed in the memory of Target Devices, triggering them to download spyware controlled by the Defendants.

Third, the Complaint alleged the Defendants attempted to hack 1,400 different users worldwide in April and May 2019. Based on these facts, the Complaint asserts multiple claims under the CFAA, including that the Defendants intentionally accessed without authorization a protected computer; knowingly, and with intent to defraud, accessed a protected computer without authorization contrary to sections 1030(a)(2), 1030(a)(4), and 1030(b); as well as various claims of damages and loss. We do not analyze each and every one of these claimed violations but focus on the central claims—whether the attackers either accessed without authorization or exceeded authorized access.
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56. Id. at 8.
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III. CRITICISMS AND POST-VAN BUREN PROBLEMS

The two most important criticisms concern the theoretical premises of the lawsuit itself. And both, in turn, have been strengthened by the Supreme Court’s decision in *Van Buren*. First, the lawsuit, critics allege, relies primarily on terms of service violations as a theory of CFAA liability. If so, then that would be a serious problem as it would be inconsistent with the “narrow reading” of the CFAA endorsed by the Supreme Court in *Van Buren*. Second, the lawsuit deploys a “risky” or dangerously broad interpretation of the CFAA by alleging the Defendants are liable for unauthorized access simply because they allegedly used that network in ways WhatsApp did not authorize or approve; on this angle of view, only the targeted WhatsApp users are the victims, not WhatsApp.

Each of these criticisms is based, to varying degrees, on a deeper theoretical understanding of the WhatsApp messaging network and the nature of the attack on WhatsApp users. This understanding or model of the attack is visualized in Figure 1, with an attacker focused on targeted users and WhatsApp merely a conduit for delivering the attacker’s malicious code to the target.
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64. Kerr, *supra* note 11, at 1146.
65. Wolff, *supra* note 35; Ekeland, *supra* note 31 (arguing the Complaint reads as if there was “unauthorized access” because the Plaintiffs “didn’t like the way their network was used,” and insists that “if that’s the standard for CFAA liability . . . then most of the internet is in trouble.”).
66. The spy icon in this figure was created by Hopstarter and its production here is licensed under CC BY 4.0. The smartphone icon is public domain and not restricted by copyright (CC0 1.0).
infected by malicious code that caused their devices to download and install spyware giving control to third parties—clients and customers of NSO Group, as the Complaint alleges. On this view, WhatsApp, by contrast, was not hacked. It was simply a conduit for the attack—analogous to the open internet—but has no recourse under the CFAA. There are at least three “computer systems” on this understanding: the sending WhatsApp user device; the WhatsApp network; and the receiving WhatsApp user device. On this view, the users, not WhatsApp, are the proper plaintiffs in the action, as it is their information on their personal devices accessed without authorization. Putting this understanding in the terms used by the Supreme Court in Van Buren, the alleged attackers here, who had access to the WhatsApp network, did not obtain or alter information in “other areas” of the computer system in which they had access. Rather, they entered an entirely different computer system—the smartphones of targeted users.

This theoretical approach, in our view, misunderstands the nature of the attack and how best to theorize it under the CFAA.

IV. UNDERSTANDING THE ATTACK AS A NETWORK TRESPASS

As noted in the previous Part, courts and commentators have been divided over the scope and application of the CFAA with multiple different approaches employed in case law and scholarship. More recently, however, leading scholars and experts like Orin Kerr, Josh Goldfoot, and Aditya Bamzai have advanced a “trespass” theory of the CFAA as a means to unify existing case law, theory, and approaches on point. Indeed, successive House Reports through the 1980s, which led to the CFAA’s enactment, described computer hacking, or unauthorized access to computer networks, as “trespassing” and described hackers to “trespassers.” A Senate Report that led to CFAA amendments in 1996 employed the same view, observing

68. Orin S. Kerr, Vagueness Challenges to the Computer Fraud and Abuse Act, 94 MINN. L. REV. 1561, 1562 (2010).
69. Patricia L. Bellia, A Code-Based Approach to Unauthorized Access under the Computer Fraud and Abuse Act, 84 GEO. WASH. L. REV. 1442, 1445 (2016); Kelsey T. Patterson, Narrowing It Down to One Narrow View: Clarifying and Limiting the Computer Fraud and Abuse Act, 7 CHARLESTON L. REV. 489, 499 (2013).
70. Kerr, supra note 11; Goldfoot & Bamzai, supra note 11; see also O’Connor, supra note 11.
71. Goldfoot & Bamzai, supra note 11, at 1482.
that the CFAA “criminalizes all computer trespass.” More recently, courts have increasingly interpreted and applied the CFAA through a trespass framework with the law’s central “unauthorized access” concept interpreted as reflecting the right to exclude others from accessing property in traditional trespass law. And now, the Supreme Court has largely vindicated this approach in *Van Buren*.

A trespass framework also offers the best approach to theorize encrypted networks under the CFAA. But translating these largely settled physical trespass norms and requirements into computer and digital contexts—where they are largely unsettled—creates difficulties. On this count, we agree with Kerr and others that a “code-based” standard offers the optimal means to operationalize trespass requirements in digital and computerized contexts. That is, unauthorized access or exceeding authorized access is best understood under the CFAA as access to a computer that violates, breaks, by-passes, or circumvents a code-based restriction, barrier, or authentication gate. Put simply, the access barrier, restriction, or authentication gate violated by the trespasser on this interpretation is one implemented by the code, design, and architecture of the computer or the computer network accessed. Indeed, based on *Van Buren*, it is likely the Supreme Court likewise favors a code-based approach to access restrictions, including in deciding if a user has exceeded authorized access to a computer network.

Employing a code-based approach to exceeding authorized access under the CFAA, our network trespass theory is simple. The WhatsApp messaging network’s central design feature is end-to-end encryption, which was incorporated in the messaging service to protect the privacy and security of user communications. The WhatsApp messaging network’s central design
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feature is end-to-end encryption, which was incorporated in the messaging service to protect the privacy and security of user communications.\textsuperscript{81} The attackers, alleged to be NSO Group, took steps—including spoofing WhatsApp client software, exploiting security vulnerabilities, and concealing and sending malicious code in normal network traffic via WhatsApp servers, thereby infecting WhatsApp user devices—in order to access user communications by circumventing the end-to-end encryption protecting them. In other words, the Defendants knew about a clear prohibition or code-restriction on access to user communications within the WhatsApp messaging network—the code-based end-to-end encryption—and violated that restriction by taking multiple steps to circumvent the encryption to access user communications, among other data. This is a trespass, on traditional trespass requirements, but not just on the users; but on the WhatsApp messaging network itself.

That sounds simple enough. But this network trespass theory involves two important but subtle legal and theoretical shifts in applying parts of the CFAA. First, we argue for a different theoretical understanding and scope of the “computer system” at issue here—WhatsApp’s encrypted communications network. Rather than theorizing user devices—through which users interface with the network via a software client—as separate computer systems, we argue they ought to be treated as constitutive of the same network for the purposes of determining CFAA liability. Typically, we think of computer networks—like the internet—as simply a series of interconnected but separate computers.\textsuperscript{82} This assumption actually underlies some of the central criticisms of the WhatsApp v. NSO Group lawsuit, which hold that the real victims of the hack are the users whose personal devices—separate computers from the WhatsApp network—were compromised and accessed. We argue this assumption makes sense for open networks like the internet but not encrypted networks like WhatsApp. Second, we argue that in

\textsuperscript{81}. WhatsApp Security, supra note 80; WhatsApp Faq, supra note 80; WHATSAPP ENCRYPTION, supra note 80;

\textsuperscript{82}. MICROSOFT COMPUTER DICTIONARY 12 (4th ed. 1999) (“A group of computers and associated devices that are connected by communications facilities”).
order to understand when a code-based access barrier or authentication gate has been circumvented to trigger liability, the intended function of the code-based barrier in a computer system or network should be taken into account. Focusing on only how a code-based measure authenticates users can miss how attackers formulate sophisticated attacks that, rather than tricking or compromising the authentication gate itself, wholly circumvents it. Such “work around” attacks are common particularly with stronger forms of code-based access barriers that are harder to trick, compromise, or hack—like encryption. Instead, attackers find a way to work around the barrier. That is essentially what the attackers did here according to the alleged facts, and it should trigger CFAA liability.

A. THEORIZING THE SCOPE OF THE RELEVANT “COMPUTER SYSTEM”

Our first task is to theorize the proper scope and boundaries of the relevant “computer system” at issue. Defining the scope, boundaries, and areas of the computer system at issue here—the WhatsApp encrypted network, as well as the information accessed therein—is critical because depending on whether the targeted users are part of the network or not will impact whether the attackers exceeded any authorized access by accessing “other areas” within a “computer system.” On this count, critics of the WhatsApp lawsuit argued the attackers were simply using the WhatsApp messaging network to target end-users as if it was merely a conduit or staging ground for the attack. They also analogized WhatsApp to the open internet, a network over which the hack was staged but separate from the relevant computer system that was actually hacked—the targeted devices of users. As such, WhatsApp is not the victim, only targeted users. These are intuitive arguments because people access WhatsApp via their smartphones, and smartphones are themselves stand-alone personal computing devices. And we tend to think of computer networks as simply a series of connected but separate or individual computers with the internet being a key such example.

83. Mayer, supra note 17, at 1646.
84. Atlas et al., supra note 10 (noting that “[t]he key inquiry under the CFAA” involves determining whether an individual had authorized access to the “areas of a computer system at issue”); Cunningham, Grant & Hoofnagle, supra note 19.
85. Wolff, supra note 35; Ekeland, supra note 31 (arguing the Complaint reads as if there was “unauthorized access” because the Plaintiffs “didn’t like the way their network was used,” and insists that “if that’s the standard for CFAA liability . . . then most of the internet is in trouble”).
86. See supra note 82 and accompanying text.
This is important because, as alleged in the Complaint, the Defendants created accounts on the WhatsApp messaging network to carry out the attack.\(^{87}\) So, it is likely the Defendants had “authorized access” to the WhatsApp network, at least initially,\(^ {88}\) and thus a key issue for CFAA liability is whether they “exceeded authorized access.”\(^ {89}\) That phrase is expressly defined in the statute to “access a computer with authorization” and to use that access to “obtain or alter information” that “in the computer” that the attacker is “not entitled so to obtain or alter.” That language—“in the computer”—means that exceeding authorized access involves hacking in the computer system itself and not using it as a staging ground or conduit for attacks on other computers, as critics argue. In other words, if we accept that WhatsApp user devices are separate computers from the WhatsApp network, any information obtained or altered on them are not “in the computer” or WhatsApp network, and thus attackers would not have exceeded their access and would not be liable.

Nevertheless, we believe a proper legal and technical understanding of the WhatsApp network would approach user devices as a key part of the network itself, and not separate. In determining the scope of the relevant computer system or service and the information therein for CFAA purposes, we agree with Jonathan Mayer that an “objective” approach that takes into account the perceptions of ordinary users is preferable.\(^ {90}\) However, we would also include two other factors in making this determination: the technical realities of the computer system, service, and information and the nature of the hack itself. In other words, what was the information the attackers were targeting and what was their methodology? Applying this approach, WhatsApp users and their devices should be theorized as central parts of the WhatsApp network, not separate computer systems.

First, an ordinary user would not only perceive the WhatsApp messaging network as one system as a whole—as our analysis has argues—but also that an individual account on that system constitutes a “distinct set of information.” This means, accessing other user accounts and their information would almost surely be understood by ordinary users as

\(^{87}\) Complaint, supra note 23, at 7–8.

\(^{88}\) Mayer, supra note 17, at 1646. Of course, it could also be argued that if they had created accounts only for the purpose of carrying out the attack, there was no permission or authorization at any stage.

\(^{89}\) 18 U.S.C. § 1030(a)(2)(C) (2018) (“Whoever . . . intentionally accesses a computer without authorization or exceeds authorized access, and thereby obtains . . . information from any protected computer . . . shall be punished as provided in subsection (c) of this section.”); 18 U.S.C. § 1030(e)(6).

\(^{90}\) See Mayer, supra note 17, at 1653.
accessing “other areas” on the computer system to which their own authorized access would not extend. No reasonably or ordinary user would believe they would have access to the “information” of other users, like private messaging, data, media, files, and anything else shared via private chats. This is especially so given that WhatsApp promotes its end-to-end encryption as a central feature of the network that, as noted earlier, protects user messages, files, and information from other users, third parties, and from even WhatsApp itself. On this view, encryption is a clear code-based restriction on access to other user’s “information”—that is, communications within that network.  

Second, the technical realities of the WhatsApp messaging network confirm these ordinary user perceptions. In the WhatsApp network, users—who interface via smartphone devices running the WhatsApp client—are not peripheral or separate from the system, but core to the functions of the network itself. This is clear from a visualization of the network itself in Figure 2.  

91. Id.

92. WhatsApp Encryption, supra note 80, at 3, 11; WhatsApp Security, supra note 80.
Figure 2: The End-to-End Encrypted WhatsApp Network\textsuperscript{93}—The WhatsApp messaging network protects communications from third-party surveillance through end-to-end encryption.

Visualized in Figure 2, the notion of the WhatsApp messaging service \textit{as a network} is clear. Included in the network are all WhatsApp users; their client applications (smartphone app or web-based); and a series of server nodes (Signal and Relay Servers) that initiate, coordinate, and facilitate all communications and data across the network. When a user drafts and sends a message on their WhatsApp client, it is immediately encrypted by the sender’s client. This initiating or sending user’s client then sends a request to the Signaling Servers to initiate an encrypted link between the sending user and the recipient user. Relay Servers also facilitate encrypted communication data transmissions between users, especially where obstacles such as firewalls exist. The Recipient’s WhatsApp client receives encrypted messages, which

\textsuperscript{93} Both Figure 2 and Figure 3 were created drawing on alleged facts and details in the Complaint as well as on other related commentary, research, and documentation. \textit{See supra} notes 3–33. The network server icons used in this figure are licensed under CC BY 4.0 by SVG Repo. The spy icon in this figure was created by Hopstarter and is licensed under CC BY 4.0. The smartphone icon is public domain and not restricted by copyright (CC0 1.0).
are then decrypted using both a public and private key. What is also clear from this visualization is that users are not peripheral to the messaging network, but core to its central function—communications. At the same time, the technical reality is consistent with ordinary user perceptions—each user account, client, or device, though part of the overall computer network or system, are nevertheless distinct elements of that network. Due to end-to-end encryption, users do not have access to the encrypted messages of any other users.

Furthermore, analogizing the WhatsApp messaging network to the open internet is incorrect, both legally and technically. The WhatsApp messaging network is not the open internet nor is it an open network or web service. First, the central design feature of WhatsApp’s messaging network is end-to-end encryption, a code-based barrier that encloses the entire network from outsiders seeking to intercept user communications. The internet’s fundamental architecture lacks this design feature—it is open and general.94 This open and flexible architecture made communications and connectivity easier, but also made surveillance and eaves-dropping far easier as well.95 Second, unlike the open internet or web, to use Kerr’s terms, not all visitors “get service.”96 To access the network, a user must first create an account, agree to the TOS, and then download and install onto their device the authorized WhatsApp smartphone client apps or log into the authorized WhatsApp web-based client.97 Finally, once accessing the WhatsApp messaging network, all communications data between users are routed through WhatsApp servers in accordance with WhatsApp-specific protocols.

Third, the nature of the attack also demonstrates the same. When an insider threat or “inside hacker”—as the Defendants are alleged here to be—seeks to access or misappropriate the “information” of other users in the network—like the messages, files, media, and other information shared on the WhatsApp network and stored on their user devices—it is not an attack on separate individual computer systems, but an attack or trespass on the WhatsApp network itself. Here, the attackers sought access to the WhatsApp network by creating accounts. They then reverse engineered the WhatsApp client and connected it to the network. They then sent malicious code over the network to targeted WhatsApp users, which infected their user devices also via the network. This is because those user devices, loaded with the
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WhatsApp client, are essential for users to interface with the network. From the perspective of the attackers and their target, the boundaries of the WhatsApp network include WhatsApp users and the means by which they interface with the network—individual WhatsApp client accounts on their smartphone devices. Here, while WhatsApp users have separate accounts, they constitute distinct divisions, units, or “areas” within the network but are not separate computer systems. So, the alleged attack did not involve accessing the separate computers of targeted user, with WhatsApp the conduit or staging ground for the attack, but instead involved an accessing information in “other areas” within the WhatsApp messaging network itself—on the accounts of other users.

Lastly, the WhatsApp messaging network clearly falls within the definition of “computers” and “protected computers” in the CFAA. Again, critics of WhatsApp v. NSO Group argue that the proper plaintiffs in the lawsuit should be the targeted users whose smartphones were compromised, not WhatsApp itself. But these criticisms ignore the fact that these definitions are sweeping in scope and almost certainly cover the WhatsApp messaging network itself, beyond simply its constituent servers and the connected devices of users. Indeed, the broad wording of the “computer” definition includes any “communications facility directly related to or operating in conjunction with” computers like the smartphones and computers used by WhatsApp users. Certainly, the WhatsApp messaging network qualifies as such a “facility” and courts have agreed. The Ninth Circuit in Nosal II noted that “protected computers” include computer networks, databases, and radio communications networks.

But beyond the broad definitions, courts have also theorized networks that consisted of individual computers and computerized components under the CFAA as a whole or single system, rather than dividing up the network among those constituent devices or computers for the purposes of analysis. In Mitra, for example, the Seventh Circuit upheld the accused’s conviction under the CFAA for intentionally damaging a radio communications network called “SmartNet II,” which was designed by Motorola and used by police.
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fire, ambulance, and other agencies for emergency communication. Justice Easterbrook, writing for the court, found that SmartNet radio communications network was “as a whole” a “protected computer.” This was despite the fact that the SmartNet had countless computerized constituent elements, including computer hardware and software components, multiple “roaming units,” and a “trunking system” to utilize broadcast frequencies efficiently. This makes sense given the three factors employed above. Ordinary users would certainly perceive SmartNet as best understood as a communications network as a whole, rather than individualized computer components included in the network to ensure it operates properly. The technical realities also support this conclusion, with the various computerized components all included in the network to facilitate core functions of the overall network. Lastly, the nature of the attack also shows supports this conclusion—Mitra did not seek to use the network to hack other computer system, but his aim was to target individual parts of the network in order to disrupt it as a whole. Similarly, the WhatsApp messaging network—and similarly designed internet and social media communications platforms—should likewise be theorized “as a whole,” with different computer components constituting particular areas within the network.

All of these points support the same conclusion—users, and the accounts and devices they use to interface with the WhatsApp network, are best understood as distinct “areas” within the broader computer system itself, the WhatsApp network. And the design of the network means that each user has an individual account tied to a smartphone that cannot be accessed by other users, with end-to-end encryption as a layer of protection to ensure each user’s messages and information are private and not accessible by other users, third parties, or WhatsApp network operators. As such, any existing WhatsApp user that access information in these “other areas”—other user accounts—does so without authorization.

B. CIRCUMVENTING THE CENTRAL CODE-BASED ACCESS BARRIER

As noted earlier, the Defendants had “authorized access” to the WhatsApp network, at least initially. So, the central issue is whether the Defendants exceeded that authorized access in carrying out the attack. The meaning of “exceeds authorized access” in the CFAA has been contentious,
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but now it is much clearer thanks to *Van Buren*. Now, a user “exceeds” authorized access if they bypass or circumvent an access barrier or gate in order to access or alter information in “other areas” “within a [computer] system” that they never had permission or authorization to access initially.\(^\text{106}\)

We have already argued that the relevant scope of the computer system in question is the WhatsApp network as a whole, which includes users—who interface with the network via their individual WhatsApp account and WhatsApp clients on their smartphone devices. We have also argued that those user accounts are also distinct “areas” within the network, separated by the general architectural design of the network and end-to-end encryption. As such, on the alleged facts, it is clear that the Defendants in ultimately accessing the “information” in other WhatsApp user accounts—messages, files, data, etc.—and have thus accessed an “other area” within the WhatsApp network. The remaining question, then, is whether a code-based access barrier was bypassed or circumvented in order to access this information.

But as with the scope of the relevant computer system, theorizing the scope and function of the code-based access barrier at issue, and how it was circumvented, also requires subtle legal and theoretical shift. Here, we approach the code-based access barrier—end-to-end encryption—not as simply an authentication gate that the attackers have tricked, compromised, or otherwise passed through. Rather, we focus on how the attackers circumvented a broader intended function in the WhatsApp network—protecting the privacy and security of communications and other information shared on the network.

1. *The Access Circumvented a Code-Based Access Barrier*

   The Defendants’ alleged hack here violated a clear and express “code-based” prohibition on access built into the WhatsApp messaging network end-to-end encryption.\(^\text{107}\) Code-based limitations are attempts to enforce an owner’s intent to limit authorization through the use of software, hardware, or other technical related measures.\(^\text{108}\) Such restrictions are important because they define not only the limits of access but also communicate the owner’s intent to limit access.\(^\text{109}\) End-to-end encryption plays this role in WhatsApp. This code-based restriction or prohibition is “express[ed]” both as a feature highlighted and communicated by WhatsApp, but also in the architecture
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itself. In fact, it is a central technical WhatsApp feature, ensuring messages sent by users are protected by an end-to-end encryption protocol—where each message is encrypted with both a public and private key before being sent so that only the recipient can decrypt and read the messages. This is all apparent in Figure 2, discussed earlier.

But it is not just messages that are encrypted in this network. Rather, the entire communications network is protected in a layer of end-to-end encryption. Meaning every step and function in the network—from messaging session initiation, to receiving session setup, to messaging exchange, to transmitting media and other attachments, to group messages, to voice and video call setup, to status and location updates—is protected by end-to-end encryption.\(^{110}\) Thus, if a third party could intercept a message before it arrived with the recipient, they would not be able to decrypt without the recipient’s private key. This code-based restriction, which protects the privacy and security of all WhatsApp user messages, applies both to insiders and outsiders. That is, the encryption ensures only the intended recipient can decrypt and read messages—not other users, nor hackers or attackers outside the network, nor even WhatsApp itself.\(^{111}\) As earlier noted, encryption has long been recognized as a “code-based” restriction on access under the CFAA.\(^{112}\) The difference here is that it is not a single file or transfer that is encrypted to prevent access; rather, the entire WhatsApp messaging network is enclosed by end-to-end encryption—a clear and express prohibition on access to communications within the network.

2. The Attackers Knew of the Code-Based Access Barrier

The Defendants, on these alleged facts, knew of the code-based restriction—the end-to-end encryption. Beyond being a central technical and architectural feature of WhatsApp’s messaging network, encryption is highlighted and persistently advertised on the WhatsApp website as a key feature, including in a technical white paper available on the site.\(^{113}\) In fact, the entire hack, visualized in Figure 3, evinces a sophisticated understanding of the WhatsApp network and its encryption protocol.
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\(^{112}\) See Kerr, supra note 21, at 1666 (analyzing a scenario involving an encrypted internet connection as a “code-based” restriction under the CFAA); see also Clark S. Splichal, Recent Development: Craigslist and the CFAA: The Untold Story, 67 Fla. L. Rev. 1845, 1856 (2015) (noting encryption is a “conventional” technological or code-based “barrier” like passwords).
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Figure 3: The Alleged WhatsApp Messaging Network Hack—Multiple steps and involving multiple provides unauthorized access and exploitation of every aspect of WhatsApp's messaging network.
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Figure 3 helps illustrate that instead of attempting to break the encryption from the outside, the attackers focused on circumventing it by targeting vulnerable points in the WhatsApp messaging network—WhatsApp clients, network protocols, server nodes, and target devices—to get around the encryption protection and obtain unauthorized access to communications within the network. The Defendants, the Complaint alleges, first created “various WhatsApp accounts” and then “reverse-engineered” the WhatsApp user app in order to develop a spoofed WhatsApp client program (“spoofed client” in Figure 3).114 This spoofed WhatsApp client was able to emulate “legitimate” WhatsApp messaging network traffic, thus enabling them to send “malicious code”—undetected—via the WhatsApp messaging network.115 The Defendants then transmitted malicious code via the

115. Complaint, supra note 23, at 8.
WhatsApp messaging network, specifically the Signaling Servers, to the targeted user (“target device” in Figure 3). This instance of malicious code—which could be delivered simply by a missed WhatsApp call on the target device—was specially designed to exploit a flaw in WhatsApp’s end-to-end encryption protocol, allowing it to install in the memory of the target device. An additional instance of malicious code was then transmitted by the Defendants, this time via the WhatsApp Relay Servers, which triggered the download of spyware onto the target device from a remote server controlled by the Defendants. The spyware, once installed, could be controlled remotely by the Defendants and provided them access to all data on the target device, including access to WhatsApp messages, call logs, and other data and information shared on the WhatsApp network that was previously inaccessible because of encryption. The alleged spyware in question—Pegasus—is specifically designed to circumvent end-to-end encrypted communications on services like WhatsApp, as once it is downloaded and installed on a target device, it is designed to intercept messages before they are encrypted on the client application and sent across the network or after the client applications decrypts.

The Defendants carried a multi-step sophisticated hack, specifically designed to exploit unique aspects and vulnerabilities in the WhatsApp messaging network to circumvent a central code-based restriction built into the WhatsApp messaging network as a whole: end-to-end encryption protection for user messages. Like the hack in Barrington found to violate the CFAA, this hacking scheme also involved “multiple, repetitive and coordinated steps to deceive and exploit” WhatsApp’s encryption-protected network. Also like Barrington, it involved “repetitive and coordinated activities by numerous individuals” who used “sophisticated technology” to carry out and “conceal” the scheme. This kind of sophisticated attack that
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led to access and entry to user devices is precisely the kind of malicious activities the CFAA should deter and police.

Indeed, the visualizations in Figures 2 and 3 also help illustrate how WhatsApp messaging service operates like a system or network enclosed by encryption protection from end-to-end, and how the attack was an attack or unauthorized trespass on that network as a whole. And this encryption, which encloses the network, defines unauthorized access and any access that exceeds authorized access. In this sense, it was like the attack on the radio communications network in *Mitra*, which compromised the integrity and operations of the network. WhatsApp is not just users messaging across the internet; it is a sophisticated messaging network with nodes, servers, and users—like a circuit—and protected by encryption throughout. The Defendants exploited multiple vulnerabilities in various parts of the network—Signaling Servers, Relay Servers, user client apps, and user devices, among others—to go around it and target the weaker end-points—the unencrypted user devices.

If this theory and the facts underlying it are proven at trial, assuming the case proceeds that far, they will support multiple CFAA claims. They clearly demonstrate not only that the Defendants knew about the end-to-end encryption in the WhatsApp messaging network but intentionally circumvented it to access information in “other areas” in the “computer system”—the messages, files, media, and shared information of other WhatsApp users—to which their initial authorized access did not entitle them to access.123 This was “information” they were not entitled to access and which was “in the computer,” that is, in the WhatsApp network itself. As such, the Defendants would have “exceeded authorized access” to the WhatsApp messaging network contrary to section 1030(a)(2)(C).124 On the CFAA’s broad definitions of “damage,” this will have certainly “damaged” the network by impairing its integrity.125 These actions would almost certainly caused a “loss” to one or more persons (sections 1030(e)(11) and 1030(c)(4)(A)(i)(I)) and caused “damage” by impairing the integrity of the WhatsApp network (section 1030(e)(8)) by undermining its end-to-end encryption protections.

123. 18 U.S.C. § 1030(a)(2)(C); id. § 1030(c)(6).
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V. A NETWORK TRESPASS THEORY OF LIABILITY

We have argued that the alleged attack on WhatsApp's encrypted messaging network is best understood using what we call a network trespass theory of liability. This theory holds that accessing a network and using it to hack or stage an attack on users of that network—like obtaining unauthorized access to their personal computing devices by circumventing end-to-end encryption—should be treated as trespass not just on the individual devices of the targeted users, but on the network itself, and it should thus attract liability under the CFAA.

The theory is consistent with the narrow reading of the CFAA endorsed in Van Buren and, applied to the alleged facts of WhatsApp v. NSO Group, offers a full answer to criticisms. Critics argued that the WhatsApp lawsuit relies too heavily on breach of the terms of service as a foundation for its claims under the CFAA.126 And, to be clear, the Complaint does cite WhatsApp's Terms of Service and alleges that the Defendants accepted those terms.127 Our network trespass theory of liability, however, focuses on how the Defendants circumvented code-based restrictions, avoids the problems critics raise, and is entirely consistent with a narrow interpretation of the CFAA, endorsed by the Supreme Court in Van Buren. To be clear, our network trespass theory does offer a new and novel approach to theorizing the “boundaries” of the “relevant computer system” and the “information and services with that system” in the CFAA analysis.128 But this, as we have argued, is a better legal, theoretical, and technical understanding of the WhatsApp network.

A. THE CFAA'S POLICY AIMS

Why should this theory be applied here and beyond? First, imposing liability here, based on our network trespass theory, would advance the underlying policy aims of the CFAA. The statute was enacted in response to concerns about the growing threat hackers posed to computers and their security, both insiders and outsiders.129 The sophisticated multi-stage hack carried out on the WhatsApp messaging network—to circumvent its end-to-end encryption protection of user communications—is precisely the kind of hack the CFAA was intended to cover. When applying the “intended function test” from the famous Morris worm case, for instance, the
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allegations show the Defendants clearly did not use the WhatsApp network as intended: not for messaging, but to circumvent encryption in order to access the messages of other users without authorization.\textsuperscript{130}

Additionally, the statute, when passed, aimed not only to protect the security and integrity of computers and computer networks from hackers and unauthorized intrusion—hence the incorporation of legal concepts from trespass law—but also to protect information and data contained on computers.\textsuperscript{131} Encryption is an essential technological tool for such protection. Today, it is considered a “fundamental architectural safeguard” that permeates both law and private-sector cybersecurity frameworks.\textsuperscript{132} And for the Financial Industry Regulatory Authority (FINRA), encryption is a “critically important” tool in a firm’s cybersecurity “arsenal.”\textsuperscript{133} Thus, as a long-recognized “code-base” restriction on access that is now also “essential” to ensuring security and privacy in new forms of electronic communications systems,\textsuperscript{134} imposing liability here is fully consistent with the CFAA’s aims.

B. BETTER PRIVACY AND SECURITY OUTCOMES

Though the original CFAA statute did not highlight privacy concerns, subsequent amendments, particularly in 1996, made privacy concerns clear.\textsuperscript{135} Concerns about protecting privacy in information to restore public faith in computer security can be found throughout legislative debates about the amendments.\textsuperscript{136} Pursuant to these aims, enforcement and liability here would also lead to better privacy and security outcomes in the long term.

First, it offers an additional legal lever to deter and police insider threats under the CFAA. Cybercriminals, hackers, and other malicious actors have long used the computers, networks, and servers of others as staging grounds, mediums, or intermediaries to carry out attacks, hacking, and other illegal and
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disruptive activities online.137 Such cases have raised the issue, also long debated, as to how the law should deal with intermediaries whose platforms are used and abused by hackers and malicious actors for such illicit activities,138 including what recourse or protections such intermediaries might have under CFAA.139 This issue has taken on even greater urgency in a world where popular social media and communications platforms—like Facebook, Twitter, and WhatsApp—are now ubiquitous, as these platforms typically

137. In fact, one of the first hacking cases prosecuted under the CFAA was the Morris case. See United States v. Morris, 928 F.2d 504 (2d Cir. 1991). Edward Morris, then a Cornell graduate student, was prosecuted for damage caused by his computer worm, which infected computers and spread around the world via the internet. To launch his worm, Morris hacked into a computer at Massachusetts Institute of Technology (MIT) to conceal its origins. It did not work. See The Morris Worm, FBI NEWS STORY (Nov. 2, 2018), https://www.fbi.gov/news/stories/morris-worm-30-years-since-first-major-attack-on-internet-110218; see also Stephen E. Henderson & Matthew E. Yarbrough, Suing the Insecure: A Duty of Care in Cyberspace, 32 N.M. L. REV. 11, 11–14 (2002) (detailing the story of “Mafiaboy,” a 15-year-old “script kiddie” living with his parents in a Montreal suburb, who took down several major websites in February 2000 with a distributed denial of service (DDoS) attack, which often made possible by a network of infected third party intermediaries or “zombie” computers and servers); Helen Nissenbaum, Where Computer Security Meets National Security, in CYBERCRIME DIGITAL COPS IN A NETWORKED ENVIRONMENT 63 (Jack Balkin, James Grimmelmann, Eddan Katz, Shlomit Wagman & Tal Zarsky eds., 2006) (noting use of networked computers as staging grounds or mediums for online attacks and other disruptive activities as a key category of cybersecurity threats).
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have hundreds of millions, even billions, of users—a target rich environment for malicious actors—and are generally accessible to anyone with an internet connection. This has created a range of new “insider” threats and risks, as users that already have authorized access to a platform or network—hence an insider—can use that access to target other users, misappropriate data and information, or carry out attacks or other illicit activities against targets elsewhere online.

However, the Supreme Court in Van Buren, as earlier noted, significantly narrowed CFAA scope in deterring and policing such insider threats by finding there is no criminal or civil liability under the CFAA for improper use of that system or information—like using a platform as a staging ground to hack, target users, or engage in other illegal activities. Now, the only way an insider threat can exceed their authorized access under the CFAA is when they access files, data, or information in other areas “in the computer” to which they had no access to begin with. Our approach offers a new theory of network trespass liability to allow platforms and networks like WhatsApp to legally defend themselves from insider threats.

Indeed, applying CFAA restrictions to prohibit and punish this sophisticated hack would help deter hackers and other bad actors—such as firms creating, selling, and distributing spyware and malware—from similarly attacking and circumventing similar encryption protocols in the future. Indeed, it has been recently argued that a negative consequence of the WhatsApp lawsuit, if such lawsuits become more common, is it may cause the “market in cyber vulnerabilities” to “dry up,” limiting the government’s capacity for legal hacking as there would be fewer “cyber vulnerabilities” for it to purchase or acquire from private actors. Having fewer cyber vulnerabilities being bought, traded, and shared would be a positive outcome for privacy, security, and human rights in the long run. As Justice Fletcher wrote in Bernstein v. United States, the availability and use of encryption by citizens offers the opportunity to “reclaim some portion of the privacy we have lost” through increasing electronic communications. By providing protection for encryption protocols in messaging networks like those WhatsApp employed and in deterring exploitation of those systems, the CFAA can help promote such privacy aims.
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It would also, in turn, encourage more companies and social media platforms to employ end-to-end encryption to ensure the privacy and security of users. Privacy law scholar William McGeveran, for instance, recently argued for a “duty of data security” that includes a mandatory duty to use encryption in certain circumstances. One such instance might include services or platforms comparable to WhatsApp where data is constantly “in transit”—like being transmitted between servers or users on a messaging network. Beyond the technical safeguards encryption provides, the law could also provide an additional remedy when encryption is attacked, hacked, circumvented, or broken through sophisticated security vulnerability exploits or malicious code and programs designed to extensively invade the privacy of targeted users.

However, beyond outsider threats and attackers, it may be argued that this approach creates liability risks for existing users—network insiders—who use platforms like Facebook or WhatsApp contrary to how they were intended, like using “knock off” versions of smartphone applications. These concerns are misplaced. First, on our network trespass theory, such activities—like using a knock off version of WhatsApp on the WhatsApp network—would not “exceed authorized access” as they would not involve circumventing a code-based restriction to access “information”—encrypted communications—of other user accounts on the system, as the Defendants have done here. Again, to attract liability for “exceeding” authorized access on a narrow interpretation of the CFAA involves circumventing code-based restrictions on access to services or information within the system that the user did not have access to initially. A “knock off” app that is only restricted by TOS and not any code-based or technological barrier would not attract liability. Second, these concerns also ignore mens rea, or intentions, a “critical” component of CFAA analysis. The CFAA was enacted to address “serious computer break-ins,” and such activities on the network simply do not qualify. If, however, creators of a knock-off app did so with the intent to exploit vulnerabilities in a network to surreptitiously access encrypted communications of other users—and did so—then this would be an intent and conduct that could lead to CFAA. Users taking advantage of “knock off”
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apps with different basic features to communicate legitimately with other users would not. By contrast, the Defendants alleged attack on the WhatsApp network, which circumvented encryption barriers, is clearly an intentional and “serious computer break-in”\textsuperscript{150} in terms of the network.

C. **CORPORATE ACCOUNTABILITY FOR HUMAN RIGHTS VIOLATIONS**

There is a broader international human rights context to the WhatsApp lawsuit, providing a good reason to support it beyond the legal or technical aspects of its claims. Though the lawsuit only asserts claims under U.S. laws like the CFAA, its international dimensions are clear. For instance, the Citizen Lab, as earlier noted, identified at least one hundred cases of human rights defenders victimized by the attack globally, including activists, dissidents, lawyers, and journalists throughout the world.\textsuperscript{151} And WhatsApp CEO Will Cathcart cited privacy as a “fundamental right” and argued, “technology companies must deepen our cooperation to protect and promote human rights.”\textsuperscript{152}

But the human rights concerns raised by transnational private sector technology companies like NSO Group go far beyond one single company. The Citizen Lab, for example, has documented numerous instances of private sector companies operating internationally and contributing to human rights abuses.\textsuperscript{153} Filtering technology developed by Canadian company Netsweeper, for instance, has been used by governments with poor human rights records around the world to censor digital speech, including content concerning human rights, health, and religious minorities.\textsuperscript{154} A range of other technology and cybersecurity firms like Germany-based FinFisher, Italy-based Hacking Team, and the U.S.-based company Sandvine develop spyware and malware that has likewise been used by governments globally to track human rights activists, journalists, and dissidents.\textsuperscript{155} Thus, in explaining its lawsuit, WhatsApp cited the Citizen Lab’s work as well as UN Special Rapporteur for Freedom of Expression David Kaye, who called for a moratorium on spyware-enabled “attacks.”\textsuperscript{156} The post also cited Amnesty
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International’s work and called for “strong legal oversight of cyber weapons like the one used in this attack” to ensure they are not used to violate the rights and freedoms of people “wherever they are in the world.”

The challenge, of course, is that presently there is almost no legal oversight for spyware, malware, censoring tools, and other forms of “cyber weapons” developed, marketed, sold, and distributed globally by transnational technology companies. Though many of the uses of these tools and technologies directly implicate international human rights law—including provisions in the Universal Declaration of Human Rights and the International Covenant on Civil and Political Rights—there is no clear avenue where these human rights abuses can be enforced nationally or internationally. International law, for instance, primarily imposes legal obligations on states and state actors, not non-state actors like these companies, thus leaving clear regulatory gaps. And there is no effective international mechanism to hold these companies accountable for human rights abuses. Furthermore, “soft” international law like the UN Guiding Principles on Business and Human Rights, while helpful, remains largely voluntary and provides no new means of accountability. Finally, remedies under domestic law for international victims have also proven largely inadequate. Domestic courts regularly decline jurisdiction, for instance, citing more appropriate venues elsewhere. Though for a time the U.S. Alien Tort Statute provided hope for recourse in American courts, recent Supreme Court decisions have severely limited its scope and application. Finally, the legal basis for states to regulate the extraterritorial activities of businesses is also murky, with international human rights law offering little guidance.

In short, there is a large accountability gap when it comes to technology companies operating internationally and contributing to human rights abuses. The WhatsApp lawsuit offers a possible path forward for greater
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accountability: private sector legal action on behalf of users and victims abroad. Rather than only the targeted victims of abuses having a responsibility to take legal action for remedies and redress, *WhatsApp v. NSO Group* stands as an example of private sector action that advances human rights interests through greater accountability for corporate abuses, not just in the United States, but internationally as well. Though taking us into “uncharted” legal territory, if successful, it may lay the foundation of new possibilities for corporate accountability, beyond mere public shaming via media coverage. This is another good reason to defend the lawsuit.

D. **IMPLICATIONS: *Van Buren* and Beyond**

1. **Taking the Scope of the Computer System or Service Seriously**

There are other implications of our analysis. One is that courts and scholars need to take more seriously the task of theorizing the scope and boundaries of the relevant computer system, service, and the information accessed or obtained. As noted earlier, this has always been an important though neglected issue under the CFAA analysis—you have the define the targeted computer and its scope to determine if someone has accessed it without authorization or exceeded authorizing if already accessing it. After *Van Buren*, the question has arguably become even more important, but also more complex, especially when dealing with attackers with access to the computer system. This is because the Supreme Court’s reasoning suggests it favors a code-based approach to access barriers and gates, which means that determining liability depends even more on the contours and nuances of the system or network in question. Now, one needs to understand not just the boundaries of the relevant computer system, but also the different “areas” within it, as a user with authorized access exceeds it only if they bypass an access barrier or gate and reach “other areas” within that system to which their authorized access does not extend.

Yet, this is an issue that courts have often not addressed adequately. In *United States v. Phillips*, for example, the Fifth Circuit found that a University of Texas student accessed a course management website without authorization when he guessed passwords to various faculty and staff
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accounts on the system.\textsuperscript{171} However, the court failed to address the specific computer system that was accessed without authorization.\textsuperscript{172} Was it the course website itself? Each individual account the student accessed? Or the database accessed via the course website? This is important as depending on the answer the magnitude of the hack and the number of “computer systems” accessed without authorization could be substantially different (one website accessed versus multiple user accounts accessed). However, the court did not address the matter.\textsuperscript{173} The famous Morris case, one of the earliest significant CFAA cases, also involved a similar issue. In that case, Edward Morris, then a Cornell graduate student, was prosecuted for damage caused by his computer worm, which infected computers and spread around the world via the internet.\textsuperscript{174} To launch his worm, Morris hacked into a computer at Massachusetts Institute of Technology to conceal its origins.\textsuperscript{175} On appeal, a key issue was theorizing and defining the “computer system” at stake. Did Morris engage in a single act of access when he sent his worm over the internet, or was he responsible for every computer that his worm infected thereafter? Also, should the internet, a single network, be divided into individual computers for the purposes of CFAA liability? Unfortunately, again, the Second Circuit did not directly address the issue.\textsuperscript{176} After Van Buren, both courts and scholars need to take this issue more seriously.

To that end, we have set out a framework for helping determining the scope of the relevant computer system or service and the information therein for CFAA purposes. This “objective” approach takes into account the perceptions of ordinary users; the technical realities of the computer system, service, and information; and the nature of the hack itself. It asks: what was the information the attackers were targeting and what was their methodology? This approach illuminated the proper scope and boundaries of the WhatsApp network, and, looking back, also explains the court’s reasoning in the Mitra case and how the court treated that network as a whole. We believe it likewise can help arrive at better liability determinations under the CFAA going forward, especially in a post-Van Buren world.

\textsuperscript{171} Id. at 219–21.
\textsuperscript{172} Id. at 219–21; Mayer, supra note 17, at 1652.
\textsuperscript{173} Phillips, 477 F.3d at 218; Mayer, supra note 17, at 1652.
\textsuperscript{174} United States v. Morris, 928 F.2d 504, 505–04 (2d Cir. 1991).
\textsuperscript{175} See FBI NEWS STORY, supra note 136 (noting Morris hacked into an MIT computer to launch his computer worm).
\textsuperscript{176} See Kerr, supra note 21, at 1631, 1631 nn.147–53.
2. Theorizing and Defining Access Barrier Circumvention

Another implication is that scholars and courts should take more seriously the task of defining or theorizing what is means to circumvent a code-based access barrier, which has also become increasingly important after Van Buren’s narrow construction of the CFAA. Scholars and courts have been prolific in formulating different approaches to “authorized access” under the CFAA, but few have focused systematically on how to theorize different code-based barriers nor parsed what bypassing or circumventing such a barrier requires. Leading scholars like Orin Kerr have argued that the best way to approach code-based access restrictions is as authentication gates, that is, technological measures that require verifying that the user is the person who has access rights to the information accessed, like a portal requiring a password to allow access. This approach has begun to gain traction among courts as well. The U.S. District Court’s recent decision in Sandvig v. Barr held, citing Kerr, that CFAA liability was only triggered only when a defendant bypassed an authentication gate. And there are passages in Van Buren suggesting the Supreme Court also favors this approach.

The challenge is that theorizing code-based access barriers only as authentication gates may lead courts to define bypassing or circumvention too narrowly. This is apparent from Kerr’s original test for circumvention, which he defined as “tricking the computer” into giving the user “greater privileges” when “computer code” has been used “to create a barrier designed to block the user from exceeding his privileges on the network.”

This more narrow inquiry neglects how attackers can formulate sophisticated attacks that entirely ignore the authentication function of the code-based barrier and instead wholly circumvent or “workaround” it, rather than tricking the authentication gate into allowing access or exploiting a

177. Kerr, supra note 11, at 1146; Kerr, supra note 21.
179. Id.
181. Kerr, supra note 11, at 1146 (both discussing and quoting Kerr, supra note 21, at 1644–46). In fairness to Professor Kerr, he later changed this definition to focus on authentication. See Kerr, supra note 11, at 1146. But even that definition may not work as, here, access arguably did not fall “outside authentication” since the user devices provided authentication; it just happened they were controlled by the attackers. A better way to understand the attack methodology, in our view, is that it aimed to obtain user data and communications by avoiding circumventing the end-to-end encryption on the network itself.
vulnerability in the gate that gives the attacker greater privileges. One example of such a workaround is to attack the weaker “end points” in the network—like the devices of users—where plaintext versions of unencrypted communications can be obtained. This is especially the case with stronger forms of code-based access barriers—like encryption—that are very hard to trick, compromise, or break. Rather, attackers typically seek to work around the encryption, and that is what the attackers did in *WhatsApp v. NSO Group*. But this particular attack likely would not fall into Kerr’s definition. Under his test, it would seem the attackers have not circumvented anything—no trickery to fool authentication, credential misappropriation, or hack to pass through the code-based barrier. They have simply carried out a sophisticated “encryption workaround.” But this, too, should trigger CFAA liability.

In fairness, Kerr has offered a newer test focused on authentication that is stronger but may also have problems with “work around” attacks. Kerr says the “key point is not that some code was circumvented” but that “the computer owner conditioned access on authentication of the user and the access was outside the authentication.” This test was likewise adopted by the court in *Sandvig*. But was access here “outside authentication”? In one sense, yes, in that attackers did not have the cryptographic key to decipher encrypted WhatsApp messages and still gained access. But in a technical sense no, in that messages and other information obtained on the user devices were in plain text; the user had the right credentials for authentication, just the attackers used malicious code to take control of the user’s device to avoid dealing with encryption restrictions at all.

One way to avoid these problems is, as we have done in our analysis, to consider the intended function of code-based barrier or authentication gate in determining if an attacker has “circumvented” the barrier access or whether access is “outside authentication,” to use Kerr’s terms, to trigger liability. The “intended function test” was first set out in the famous *Morris* worm case.

---

182. Kerr & Schneier, supra note 1; Clarke & Ali, supra note 3; Squire, supra note 8.
184. Kerr & Schneier, supra note 1, at 1006–07; Clarke & Ali, supra note 3; Squire, supra note 8.
186. Kerr, supra note 11, at 1164.
188. United States v. Morris, 928 F.2d 504, 510 (2d Cir. 1991); Kerr, supra note 21, at 1631–32.
wherein Edward Morris exploited vulnerabilities in multiple programs, like the SENDMAIL emailing program, that gave him unintended access to areas and information on the system.\textsuperscript{189} The court held that he did not use these programs “in any way related to their intended function.”\textsuperscript{190} We are transplanting this test to a slightly different part of the CFAA analysis—not to understand when access is not authorized, but to understand the nature of code-based barriers and their functions to better understand methods to circumvent them. Indeed, code-based limitations are attempts to enforce an owner’s intent to limit authorization through the use of software, hardware, or other technical related measures.\textsuperscript{191} Such barriers define not only the limits of access but also communicate the owner’s intent to limit access.\textsuperscript{192} Thus, we would slightly modify Kerr’s test for authentication or circumvention, where liability is triggered when “access is outside authentication or inconsistent with the intended function of the authentication.” Applying this here shows that the attackers accessed information on user devices inconsistent with its intended function of end-to-end encryption in the WhatsApp network, which was to protect the privacy and security of WhatsApp user communications from all third parties, including other users in the network. The access was inconsistent with that intended function.

VI. CONCLUSION

In our view, the critical reception to the WhatsApp lawsuit—and the CFAA violations it claims—is not justified. If based on our network trespass theory, we believe there is a sound basis for CFAA claims. The WhatsApp v. NSO Group case has the potential to improve corporate accountability for human rights. Our analysis can also lead to better privacy and security outcomes and provides guidance on critical post-\textit{Van Buren} issues. First, our analysis theorizes sophisticated code-based access barriers and their circumvention under the CFAA, including how the law is best applied to encrypted messaging networks and similar social media platforms. Second, it theorizes the scope, boundaries, and areas of the relevant computer system, services, and information therein to determine CFAA liability. These issues have long been neglected by both courts and scholars, but after \textit{Van Buren} that neglect cannot be sustained.

\textsuperscript{189} Morris, 928 F.2d at 510; Kerr, \textit{supra} note 21, at 1631–32.
\textsuperscript{190} Morris, 928 F.2d at 510; Kerr, \textit{supra} note 21, at 1631–32.
\textsuperscript{191} Goldfoot & Bamzai, \textit{supra} note 11, at 1487.
\textsuperscript{192} \textit{Id.} at 1490.
A PENNY FOR THEIR CREATIONS—APPRISING USERS’ VALUE OF COPYRIGHTS IN THEIR SOCIAL MEDIA CONTENT
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ABSTRACT

Every day, 3.5 billion social media users—among them musicians, visual artists, writers, designers, and other creators—routinely upload their creative work to social media, thereby subjecting their copyrights in those works to a laundry list of draconian demands. Although users usually retain ownership rights in their uploaded content according to most platforms’ terms of service agreements, they often grant platforms unbridled license to their work that goes way beyond what is reasonably needed to operate the platform. Most licenses, for example, allow platforms to modify and commercialize their users’ content and create derivative works from that content. Some licenses require users to waive claims for attribution to their works or compensation for ideas they submitted to the platforms. Finally, nearly all licenses are defined to be irrevocable (users cannot terminate them), perpetual (they last indefinitely even if the user deletes their account), and sublicensable (platforms have full discretion to extend them to third parties). Do users appreciate the breadth of the licensing agreements they grant social media platforms for original content? Would they understand them if they were to read them? Most importantly, do users care? Would they change their social media “sharing” habits or stop using a social media platform if they had more information? This final question, which focuses on the salience of user-generated content licensing terms to users—defined by the degree to which terms are sufficiently prominent in users’ awareness to impact decision making—has become one of the primary benchmarks for evaluating the need for regulatory intervention in mass-market contracting. These inquiries are fundamental to the information age, when user-generated content—much of which is copyright protected—shapes culture, discourse, and communities. Nevertheless, these questions have remained surprisingly unanswered. This Article fills these gaps. It presents the results of the first comprehensive large-sample empirical study on user-generated content licensing and user attitude towards those policies. Specifically, the study investigates user
awareness, understanding, and expectations of licensing terms and the salience of those terms to users’ decisions to upload their copyrighted work. Our findings reveal significant conformity in social media platforms’ licensing terms and confirm that such terms are indeed unnecessarily overbroad. Our findings also indicate that most users are unlikely to read, fully comprehend, or have realistic expectations concerning their content licensing arrangements. At the same time, our findings indicate that most users care about copyright policies and claim that they would change their social media behavior if they had more information. We then build on the study’s results with law and policy insights that encompass proposals for legal policy work on consumer form contracts and intellectual property.
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I. INTRODUCTION

Imagine you are an artist considering presenting your latest work in a local art gallery. You reach out to the gallery owner, who is excited by your query. The gallery, just like any gallery, offers you, the artist, a platform to display your artwork at no cost to you. However, here, the gallerist also sets forth several conditions for presenting your artwork in their venue. They require that you allow the gallery, as well as its affiliated business (such as the gallery’s food and beverage provider), to alter or modify your exhibited art. They also insist that you make your artwork available to advertise the gallery or any affiliate—with no additional payment to you. The gallerist further demands that the gallery and its affiliated business can do these things unilaterally and irrespective of your consent, views, or professional reputation. They will not even guarantee that the gallery will credit you as the artist. Finally, the gallerist demands to reserve their opportunity to harshen these conditions or add additional terms later, as they deem fit. Should you find these conditions objectionable in the future, you could decide not to exhibit any new art at the gallery, but any previously exhibited work would nevertheless be subject to the newly added or altered demands.

Would you choose to exhibit your artwork in such a gallery? One’s intuition about the nature of intellectual property rights, moral instincts, and basic artistic integrity might suggest that many creators are unlikely to surrender such overwhelming control over their creative output. Some may even speculate that guided by the gallerist’s offensive approach, the business is likely to fall into insolvency. Nevertheless, such outrageous licensing arrangements are standard for the millions of creative works uploaded daily.¹ Moreover, the digital “galleries” that employ such terms are anything but

¹ See infra Section III.B; G. Ross Allen & Francine D. Ward, Things Aren’t Always as They Appear: Who Really Owns Your User-Generated Content?, 3 LANDSLIDE 49, 50 (2010) (“Membership in these sites is not free, albeit no fee or tax penalty is required. In return for membership, most social media sites require that the user grant the site and its third-party affiliates, now known or later established, a nonexclusive license to any UGC posted by the user.”).
insolvent businesses; instead, they are among the most thriving, wealthiest, and fastest-growing corporations in modern history.2

Today, there are about 3 billion social media users—among them musicians, visual artists, writers, designers, and other creators—who routinely upload their copyrighted output to social media platforms, thereby subjecting their rights in such works to a laundry list of draconian demands.3 While users usually retain ownership rights in their uploaded content according to most platforms’ terms of service (ToS), these unbridled licenses go beyond what is reasonably needed to operate the platform.4

Platforms often claim a perpetual license (that would extend after users delete their account) over the right to use the work in virtually any way, including to modify, create derivative works, and utilize the work for commercial purposes.5 In some cases, the terms extend to a waiver of moral


4. See infra Section III.B. For example, for a very long time Reddit retained a right for to use their users’ content for any commercial purpose. See Reddit, Reddit User Agreement § 18, (effective May 27, 2016), https://web.archive.org/web/20180405080131/https://www.reddit.com/help/useragreement/?v=ab935bec-5815-11e6-b911-0ed52af64d23 (mandating that users grant an irrevocable perpetual license to Reddit and “others” of its choice to display and reproduce their creations “in any medium and for any purpose, including commercial purpose”). This agreement was effective at least until March 2018, when Reddit changed its ToS. LinkedIn had a similar provision until October 23, 2014, noting that “[LinkedIn retains the] right to copy, prepare derivative works of, improve, distribute, publish, remove, retain, add, process, analyze, use and commercialize, in any way now known or in the future discovered ... without any further consent, notice and/or compensation.” LinkedIn, LinkedIn Terms of Service, (June 16, 2011), https://web.archive.org/web/20130429153448/ https://www.linkedin.com/legal/user-agreement [hereinafter LinkedIn Old Agreement]. On June 7, 2017, LinkedIn made its ToS much more user friendly. See infra note 236–238 and accompanying text.

5. See infra Section III.B.2.
rights and allow the use of certain “ideas” submitted to the platform without compensation. These broad licenses permit platforms to share their users’ content in any manner, including sublicensing to third parties for commercial use. As one scholar noted, Facebook could “surreptitiously sublicense user content to porno.com,” and “this would fall squarely within the license Facebook purports to be granted by users.”

Creators rarely appreciate the breadth of the license they grant a platform unless they are faced with grave implications or receive specific notice about changes in the platform’s ToS. Angel Fraley, for example, first appreciated the breadth of the license she gave Facebook in March 2011 when she saw that her profile picture appeared without her consent in a paid advertisement for a brand that Fraley “liked” on the platform. Similarly, Lucy Rodriguez first

6. In the United States only limited protection is granted to moral rights in creative works. The United States’ only source of moral rights, The Visual Artists Rights Act of 1990 (VARA), only grants moral rights protection to “work of visual art” under certain limitations. 17 U.S.C. § 106A(a)(3). Such rights may be waived but not transferred. Id. § 106A(b), (e). VARA rights do not extend to UGC that is uploaded to social media. Beatrice Kelly, The (Social) Media is the Message: Theories of Liability for New Media Artists, 40 COLUM. J.L. & ARTS 503, 511 (2017) (“[C]urrent moral rights legislation seems unlikely to help a digital artist. First, the VARA only applies to works produced in a limited edition. This requirement seems nearly impossible to overcome in the digital context, where nearly perfect copies may be endlessly replicated. Second, although there is a serious risk of technological obsolescence in Internet art, natural deterioration is not actionable under VARA.”); see also U.S. COPYRIGHT OFFICE, AUTHORS, ATTRIBUTION, AND INTEGRITY: EXAMINING MORAL RIGHTS IN THE UNITED STATES (2019), https://www.copyright.gov/policy/moralrights/full-report.pdf. In contrast, under European and international law, moral rights provide broader protection. See generally Berne Convention for the Protection of Literary and Artistic Works, art. 6(1), September 9, 1886, 1161 U.N.T.S. 3; ROBERTA ROSENTHAL KWALL, THE SOUL OF CREATIVITY: FORGING A MORAL RIGHTS LAW FOR THE UNITED STATES (2009); see also PETER S. MENELL, MARK A. LEMLEY, ROBERT P. MERGES, & SHYAMKRISHNA BALGANESH, 2 INTELLECTUAL PROPERTY IN THE NEW TECHNOLOGICAL AGE, ch. IV, at 732 (2020).

7. See, e.g., Reddit, Reddit User Agreement, § 4 (effective Sept. 24, 2018), https://www.redditinc.com/policies/user-agreement-september-24-2018 (these terms were later revised as explained in Appendix A) (“Any ideas, suggestions, and feedback about Reddit or our Services that you provide to us are entirely voluntary, and you agree that Reddit may use such ideas, suggestions, and feedback without compensation or obligation to you.”); While ideas per se are not protected under the copyright laws, users might still intuitively expect some form or compensation (or at least a credit) in cases where social platforms adopt their ideas. These provisions immunize platforms from such user claims.

8. See infra Section III.B.2.


10. Fraley v. Facebook, Inc., 830 F. Supp. 2d 785, 792 (N.D. Cal. 2011) (explaining that once Fraley “liked” Rosetta Stone’s Facebook profile page, the platform posted her Facebook user name and profile picture on her Friends’ Facebook pages in a “Sponsored Story” advertisement consisting of the Rosetta Stone logo and the sentence, ‘Angel Frolicker likes
appreciated the breadth of Instagram’s license in February 2014 when the platform sent her a specific notice detailing its intent to introduce new and harsher demands to its ToS. For example, the new terms authorized Instagram to sublicense users’ content, removed limitations from users’ licenses, and forced users to waive liability claims.11

Irrespective of the platforms’ broad prerogative to exploit users’ creative works, the integrity of such works may also be compromised by the acts of third-party users whose access to that content is hardly restricted.12 For example, on January 2010, a Cypriot refugee and photographer named David Kittos discovered Donald Trump Jr. used in a tweet critical of refugees a photograph that Kittos took and made available on Flickr.13 Similarly, in May

Rosetta Stone.’ ”). This class action later settled. For further discussion, see Jesse Koehler, Frakey v. Facebook: The Right of Publicity in Online Social Networks, 28 BERKELEY TECH. L.J. 963 (2013).


12. As one commenter mentioned, users are “led to believe that delete equals delete, yet the very nature of social networking is the ‘sharing’ concept. So if a user shares her content with 500 of her ‘friends,’ and then decides to delete the content, those 500 friends still have access to the content; therefore, it is not deleted.” Allen & Ward, supra note 1, at 50; see Joe Brown, Instagram’s New Terms of Use, Translated into Plain English, GIZMODO (Jan. 18, 2013), https://gizmodo.com/instagrams-new-terms-of-use-translated-into-plain-english-5977053 (“[E]ven if you delete, deactivate, or terminate your account, your stuff might still live on Instagram like a zombie.”). Most platforms are compelled by the copyright statute to maintain a notice and takedown mechanism to help users to combat potential copyright violations on their sites. 17 U.S.C § 512 (e)(1)(A)(1998). Of course, if users download creative works and violate copyright elsewhere, the responsibility to enforce these rights are left to the user. See Jessica Contrera, A reminder that your Instagram photos aren’t really yours: Someone else can sell them for $90,000, WASH. POST (May 25, 2015), https://www.washingtonpost.com/news/arts-and-entertainment/wp/2015/05/25/a-reminder-that-your-instagram-photos-arent-really-yours-someone-else-can-sell-them-for-90000/ (“On the platform, if someone feels that their copyright has been violated, they can report it to us and we will take appropriate action. Off the platform, content owners can enforce their legal rights.”).

13. According to the media reporting, Trump Jr. tweeted the image of multicolored candy inside a white bowl with the accompanying text: “If I had a bowl of skittles and I told you just three would kill you. Would you take a handful? That’s our Syrian refugee problem.” Chiara Palazzo, Donald Trump Jr Compares Syrian Refugees to a Bowl of Skittles, THE TELEGRAPH (Sept. 20, 2016), http://www.telegraph.co.uk/news/2016/09/20/donald-trump-jr-compares-syrian-refugees-to-a-bowl-of-skittles/. Kittos filed a takedown notice under the DMCA, the tweet was removed, and a copyright infringement suit was initiated in Illinois Northern District Court but then dropped. See Kittos v. Donald J. Trump For President, Inc., No. 1:2016cv09818 (N.D. Ill. Oct. 18, 2016).

Flickr users generally retain rights to their uploaded copyrighted works by default under the Flicker license. Flicker also allows users to waive their rights to their works but only if they elect to do so affirmatively. See Change Your Photo’s License in Flickr, FLICKR HELP,
2015, several Instagram users were astonished to discover printed screenshots of their Instagram photographs hanging at the Frieze Art Fair in New York City as part of an exhibition by the famous appropriation artist Richard Prince, priced at $90,000 apiece.

Do creators know what rights they have in their uploaded content? Do they know how much of these rights they are giving away? Do they care? These questions are fundamental to the information age, where culture, discourse, and communities are shaped by user-generated content (UGC), and much of this content is copyright protected. Nevertheless, such inquiries remain surprisingly unanswered thus far. Indeed, in the wake of the Cambridge Analytica and foreign-influence scandals surrounding the 2016 presidential election, a surge of legal scholarship began scrutinizing social media giants with an eye toward users’ privacy, autonomy, and free speech. Policymakers,
legislators, and social activists offered to boycott social media platforms,\footnote{21} regulate them,\footnote{22} or harness the competition authorities to break them down.\footnote{23} In the midst of this passionate policy debate, concerns about users’ copyrights in their UGC were all but overlooked.\footnote{24} This Article is meant to fill this gap by presenting the results of the first comprehensive study to investigate social media platforms’ UGC licensing policies.

The study has two parts. It begins by mapping and comparatively analyzing the UGC licensing provisions of eleven of the most popular social media platforms for terms’ similarity, readability, and breadth. It then presents the results of a survey (N=1,033) designed to investigate social media users’ restrictions, and stating “the system of free expression must do far more than avoid censorship; it must ensure that people are exposed to competing perspectives. The idea of free speech has an affirmative side. It imposes constraints on what government may do, but it requires a certain kind of culture as well—one of curiosity, openness, and humility.”; Daphne Keller, Facebook Restricts Speech by Popular Demand, THE ATLANTIC (Sept. 22, 2019), https://www.theatlantic.com/ideas/archive/2019/09/facebook-restricts-free-speech-popular-demand/598462/ (exploring Facebook speech regulation practices and claiming that “[t]he prevailing framework for free expression is getting a do-over.”).


\footnote{24} See infra Section III.A.
awareness, understanding (whether they comprehend), and expectations (what they want) of the copyright-licensing terms that govern their uploaded UGC. Finally, and most significantly, this study questions the salience of UGC licensing terms to users—the degree to which users’ awareness, understanding, and expectations are manifested into actions that impact users’ contractual decisions and content-uploading habits.25

Our findings paint a troubling picture. The textual analysis portion of our study concludes that the UGC licensing policies of many leading platforms appear in a boilerplate form and are grossly overbroad in a way that might undermine the goals of copyright law.26 Our survey portion’s findings are similarly concerning. First, our data suggest that a sizable percentage of social media creators do not understand which rights they have in their UGC to begin with. For example, 31% of the survey participants did not understand the meaning of “derivative work” (a statutory right licensed under the ToS of most platforms in our dataset).27 These findings suggest that social media users routinely trade with property rights that they do not even know exist.28

25. The principle of “salience” is the predominant emerging paradigm to evaluate the legitimacy of standard-form contractual terms. See Restatement of the L. Consumer Conts., § 5 notes at 94–95 (Am. L. Inst., Tentative Draft 2019), https://www.ali.org/media/filer_public/05/30/053007a1-2b37-4142-b9c3-7a881e847d50/consumer_contracts_-_td_-_online.pdf; Amit Elazari Bar On, Unconscionability 2.0 and the IP Boilerplate: A Revised Doctrine of Unconscionability for the Information Age, 34 Berkeley Tech. L. J. 567, 624–29 (2019). The U.C.C. adopts the salience test articulated by the above Restatement. See U.C.C. § 2-316(2) & cmt. 1 (Am. L. Inst. & Unif. Law Comm’n 2020). (excluding an implied warranty requires “conspicuous” writing free of “unexpected and unbargained language of disclaimer”). Still, it should be noted that the Restatement adopted the notion of salience in the Reporters’ notes and not the “black letter” or commentary parts. Restatement of the L. Consumer Conts., § 5 notes at 97–98. The notion of salience was first broadly introduced in Russell Korobkin’s Bounded Rationality, Standard Form Contracts, and Unconscionability, 70 U. Chi. L. Rev. 1203 (2003). According to Korobkin, consumers’ ability to price contractual terms in their entirety is limited because they are “boundedly rational decisionmakers.” Id. at 1203. Consumers are “bounded” because they simply do not have the economic incentive to invest the time required to understand and evaluate all terms. Id. Because the market does not police the quality of potentially “socially inefficient” terms, these “nonsalient” terms, which are not evaluated by a significant number of buyers, must be regulated. Id. 1203–06; see also Part IV. Indeed, according to the Restatement, “standard terms are prima facie nonsalient” and thus “courts adjudicating an unconscionability claim can focus their attention on the substantive inquiry.” Restatement of the L. Consumer Conts., § 5 notes at 97. As we explain, such inquiry can focus on, inter alia, how a term might undermine the purpose of intellectual property laws or rights impacted by the proposed contractual term. See Section IV(B); Elazari Bar On, supra note, at 657.

26. See infra notes 244–247 and accompanying text.

27. See infra Section III.C.2.c.

28. See infra notes 244–247 and accompanying text. One might even argue that because social media platforms thrive on UGC they have a moral duty, if nothing else, to make sure
Second, and in line with recent empirical investigation of digital contracts generally, our data indicate that a sizable percentage of social media users are unaware of and falsely optimistic about the scope of the licenses they grant social media platforms. For example, only 20% of all respondents indicated that they thought social media platforms can grant third parties a license to use their work; yet all the ToS in our dataset at the time of the survey enabled platforms to do just that. Similarly, merely 25% of respondents thought that social media platforms are allowed to modify their work, something most platforms can do according to their ToS.

Third, our data also indicate that users’ expectations—what should be, in their opinion, the ideal scope of UGC license—diverge substantially from reality. For example, 49.7% of the survey recipients indicated that their work should be available only for as long as they “agree,” while only 3.4% indicated that they wish their work to be available indefinitely. The terms of nearly all the platforms in our dataset, however, specifically provide perpetual UGC licenses that would technically allow platforms to display and distribute users’ content indefinitely.

Fourth, and most importantly, in contrast to privacy critics’ conventional wisdom that users simply do not care about their rights or would willingly trade these rights for free services, our data clearly suggest that most users care that users are fully aware of their rights and are willfully participating in the service. Cf. Elizabeth Townsend Gard & Bri Whetstone, Copyright and Social Media: A Preliminary Case Study of Pinterest, 31 MISS. C. L. REV. 249, 275 (2012) (“Since users are the bread and butter of social media sites . . . these sites should at least take the responsibility of writing Terms of Service in easy to understand concepts. Copyright never has to be scary if sites are transparent about what rights they claim and users’ responsibilities in terms of content.”).


30. See infra Section III.C.2.c).

31. Id.

32. See infra Section III.C.2.d).

33. See infra Section III.C.2.d).

34. See James C. Cooper & Joshua D. Wright, The Missing Role of Economics in FTC Privacy Policy, in CAMBRIDGE HANDBOOK OF CONSUMER PRIVACY 22 (Jules Polonetsky, Evan Selinger & Omer Tene eds., 2017) (“[M]ost consumers are comfortable with the typical bargain of sharing information with faceless servers in return for free content and services, such as email and social networking platforms.”); but see Daniel J. Solove, The Myth of the Privacy Paradox (Feb. 1, 2020), https://ssrn.com/abstract=3536265 (discussing, and refuting, the “privacy paradox” phenomenon—while some claim they value privacy highly, their actual behavior suggests otherwise: they relinquish their data or do not proactively safeguard their privacy). Solove claims that “the privacy paradox is a myth created by faulty logic” since privacy paradox empirical studies involve very specific contexts whereas users’ privacy attitudes are actually
deeply about the legal rights in their creative content and would potentially rethink their sharing behavior if they possessed more information. For example, the vast majority of respondents (78.7%) indicated that they are unlikely (34.56%) or extremely unlikely (44.14%) to use a platform whose terms authorize third parties to distribute or modify user work—something that all the platforms in our dataset currently require.35 Faced with similar findings in the privacy arena, commenters coined the term “privacy paradox” to describe users’ tendency to behave in direct conflict to their expressed preferences.36 Our data reveal a comparable “UGC licensing paradox.”

Finally, our findings provide surprising insight into which rights users consider the most valuable to them. For example, most respondents have indicated that having their work associated with their name—commonly known as the right of attribution, which is not respected for uploaded content under U.S. law37—is even more valuable to them than having their work protected from modification or commercialization by the platform.38 These findings can assist policymakers (and social media platforms) in reconsidering user rights in the digital age.

This Article includes three main parts. Part II presents the applicable legal framework: Section A explores the rise of social media and its dependence on more general in nature. Id. at 2. Thus, Solove observes that data in specific contexts should not be used to reach broader conclusions. Id.; see also infra notes 93–95 and accompanying text (discussion concerning the “Privacy Paradox”).

35. See infra Section III.C.2.e).
36. See, e.g., Alessandro Acquisti, Laura Brandimarte & George Loewenstein, Privacy and Human Behavior in the Age of Information, 347 SCIENCE 509, 510 (2015) (“This discrepancy between attitudes and behaviors has become known as the ‘privacy paradox.’”); Meredydd Williams, Jason R. C. Nurse & Sadie Creese, The Perfect Storm: The Privacy Paradox and the Internet-of-Things, 2016 11th INT’L CONF. ON AVAILABILITY, RELIABILITY & SEC. 644, 644 (2016) (“While many individuals claim to care about privacy, they are often perceived to express behaviour to the contrary. This phenomenon is known as the Privacy Paradox.”); Susan Athey, Christian Catalini & Catherine Tucker, The Digital Privacy Paradox: Small Money, Small Costs, Small Talk, MIT SLOAN RESEARCH PAPER NO. W23488 (2017), https://www.fcc.gov/system/files/documents/public_comments/2017/09/00010-141392.pdf (finding that users who mentioned they feel strongly about not sharing their contacts’ information were happily willing to do just that moments later when offered a free pizza slice in exchange for their friends’ email addresses); Patricia A. Norberg, Daniel R. Horne & David A. Horne, The Privacy Paradox: Personal Information Disclosure Intentions Versus Behaviors, 41 J. CONSUMER AFF. 100, 110–13 (2007) (finding that users shared nearly twice as more personal information than what they stated they were willing to share); Kenneth A. Bamberger, Serge Egelman, Catherine Han, Amit Elazari Bar On & Irwin Reyes, Can You Pay for Privacy? Consumer Expectations and the Behavior of Free and Paid Apps, 35 BERKLEY TECH. L.J. 327, 331 (“The misdirection of privacy policies and the framing effects of the ‘myth’ of free, moreover, exacerbate the “privacy paradox[].”).
37. See supra note 6.
38. See infra Section III.C.2.e).
UGC; Section B explains that a substantial portion of the uploaded UGC is copyright protected; and Section C discusses the copyright licensing practice. Part III presents our study: Section A sets out the study’s objectives and summarizes related work; Section B maps and analyzes the ToC copyright term landscape; and Section C describes our ToS awareness, understanding, expectations, and overall salience survey. Finally, Part IV discusses the policy implication of our findings: Section A discusses the role of market pressure and self-regulation, and Section B investigates avenues for substantive regulation of UGC licensing terms.

II. LEGAL FRAMEWORK

A. SOCIAL MEDIA AND THE PREVALENCE OF USER-GENERATED CONTENT

When it first emerged in the mid-1900s, the internet (then known as the ARPANET) was a research network run by the Department of Defense and connecting only a few universities. During these early days, most users were visiting the Web and not contributing to it; the conceptualization of the internet as a place of social connectivity, cultural dialogue, and collaborative “platform-based” creativity seemed fictional. But by the beginning of the 21st century, standards, protocols, and institutions managing the internet improved, and more websites offered usability and interoperability for end users. These changes transformed the Web from “read-only” (Web 1.0) to “read and write” (Web 2.0). In this environment, users’ contribution and

39. See, e.g., MATTHEW CRICK, POWER, SURVEILLANCE, AND CULTURE IN YOUTUBE’S DIGITAL SPHERE 4 (IGI Global, 2016) (discussing the Web’s history).
40. See B. K. Hiremath & Anand Y. Kenchakkanavar, An Alteration of the Web 1.0, Web 2.0 and Web 3.0: A Comparative Study, 2(4) IMPERIAL JOURNAL OF INTERDISCIPLINARY RESEARCH 705 (2016) (reviewing the early evolution of the web and arguing that the emergence of Web 2.0 is “absolutely the subsequently big thing in the World Wide Web.”); Mike Wolcott, What Is Web 2.0?, CBS NEWS, http://www.cbsnews.com/8301-505125_162-51066094/what-is-web-20/ (last visited Nov 25, 2020) (arguing that the Web 2.0 revolution “represents an important shift in the way digital information is created, shared, stored, distributed, and manipulated,” and that this revolution “will have a significant impact in the way businesses use both the Internet and enterprise-level IT applications.”).
41. See Tim O’Reilly, What is Web 2.0: Design patterns and business models for the next generation of software. O’REILLY RADAR. Retrieved from: https://www.oreilly.com/pub/a/web2/archive/what-is-web-20.html, 2005; see also Pamela Samuelson, Freedom to Tinker, 17 THEORETICAL INQUIRIES LAW 563, 564 (2016) (“Never before in human history has it been more possible for tens of millions of people around the world to express themselves in creative ways, including by tinkering with existing artifacts and sharing the fruits of their creativity with
collaboration took center stage. To celebrate this transformation, Advertising Age magazine named “the consumer” as its 2006 “agency of the year,” and various commenters applauded the empowerment of end-users and amateur creators.

Social media platforms were leading players in this revolution. They allowed users to construct public or semipublic profiles that were visible to other users and allowed peers to communicate, create, and share content with one another. Driven by market competition and their unique “attention-based” business models, platforms strived to reward users for deepening their others.”). Peter S. Menell, This American Copyright Life: Reflections on Re-Equilibrating Copyright for the Internet Age, 61 J. COPYRIGHT SOC’Y U.S.A. 235, 312–13 (2014) (“Digital technology has empowered anyone to remix art and the Internet has opened vast content distribution channels. Creators no longer need to go through traditional professional gatekeepers—publishers, studios, broadcasters, and record labels. They can reach massive audience through all manner of user-generated content websites.”); Molly Shaffer Van Houweling, Author Autonomy and Atomism in Copyright Law, 96 VA. L. REV. 549, 552 (2010) (“Technologically empowered individual creators are thus potential casualties of a regulatory regime that propertizes the ingredients of iterative creativity, but they are also among the beneficiaries of copyright law’s largess . . . .”).

42. Supra note 42.
43. Matthew Creamer, John Doe Edges out Jeff Goodby, ADVERTISING AGE (Jan. 8, 2007), at S-4.
44. Lev Grossman, Person of the Year: You, TIME (Dec. 25, 2006), http://content.time.com/time/magazine/article/0,9171,1570810,00.html (explaining that “you” are the founders of Web 2.0 and the new era of “digital democracy”); see also Jeff Howe, Your Web, Your Way, TIME (Dec. 25, 2006), at 60 (briefly overviewing peer-generated content, using the term “crowdsourcing”).
46. Andreas M. Kaplan & Michael Haenlein, Users of the World, Unite! The Challenges and Opportunities of Social Media, 53 BUS. HORIZONS 59, 61 (2010) (defining social media as “a group of Internet-based applications . . . that allow the creation and exchange of User Generated Content”); Crick, supra note 39, at 28; Danah M. Boyd & Nicole B. Ellison, Social Network Sites: Definition, History, and Scholarship, 13 (1) J. COMPUT.-MEDIATED COMM'N, 210, 211 (2007), (defining social network sites as web-based services that allow individuals to (1) construct profiles; (2) connect with other users; and (3) view and traverse their and others’ list of connections within the system).
engagement with the platforms’ services. The ability to personalize a webpage with unique backgrounds and images and to “copy and paste” code, for example, were two early technologies developed by MySpace, which led to the site’s rise in popularity and the end of social media platform Friendster. Over time, UGC substituted customized design as a means to attract users and personalize their social media experience. Soon, platforms that emphasized creating and sharing UGC, such as Facebook, Instagram, and Twitter, became industry leaders.

To improve services and grow their user base, social media platforms also encouraged users to generate and share content indirectly simply by revolutionizing the world of digital advertising. By fostering cheap and real-time connectivity among consumers, platforms advanced the wide-ranging methodological shift from a “one-way street” advertising philosophy, which befitted print and broadcast media, to a newer “two-way street” philosophy emphasizing consumer collaboration, contribution, and co-creation. The new advertising approach specifically required users to create and share creative

47. Because platforms provide “free” services while making profits from targeted advertising, platforms strive to maximize connectivity (which leads to more advertising exposure) and user engagement (which leads to better targeting capabilities). For a detailed exploration of this unique business model. See Zuboff, supra note 19.

48. See Crick, supra note 39, at 28.

49. See Cameron Chapman, The History and Evolution of Social Media, WEBDESIGNER DEPOT (Oct. 7, 2009), https://www.webdesignerdepot.com/2009/10/the-history-and-evolution-of-social-media/ (last visited Jan. 14, 2020) (“In 2008 Facebook became the most popular social networking site, surpassing MySpace, and continues to grow. Facebook doesn’t allow the same kind of customization that MySpace does. Facebook does, however, allow users to post photos, videos and otherwise customize their profile content, if not the design.”); Jessica Gutierrez Alm, “Sharing” Copyrights: The Copyright Implications of User Content in Social Media, 35 HAMLINE J. PUB. L. & POL’Y 104, 106 (2014) (“Early social media leaders like Facebook, YouTube, and Twitter originally focused on user-generated content by offering platforms where users could post images, videos, and writings they create.”). Instagram, for example, according to its CEO and co-founder, Kevin Systrom, was focused since the beginning on “inspiring creativity” and “becom[ing] the home for visual storytelling for everyone.” See Instagram, About Us, https://www.instagram.com/about/us/ (last visited Feb. 25, 2020).

50. “Co-creation” is defined as a collaboration between the consumer and the marketer to shape brand meaning. See, e.g., CLAUDIU V. DIMOPTE, CURTIS P. HAUGTVEDT, & RICHARD F. YALCH, CONSUMER PSYCHOLOGY IN A SOCIAL MEDIA WORLD 135 (2015) (discussing co-creation and noting that 85% of marketers consider brand co-creation investments to take advantage of social media opportunities); V. Kumar & Shaphali Gupta, Conceptualizing the Evolution and Future of Advertising, 45(3) J. ADVERTISING, 302, 303 (2016) (“Marketers moved from a product focus to a sales focus, to eventually a relationship focus. The focus shifted to developing and disseminating communication that inspired consumers to not merely buy but form a lasting relationship with the brand.”).
Users were incentivized by contests, prizes, and peer recognition. We are all familiar with these campaigns. In 2015, for example, the retail company Nasty Gal asked users to take selfies with strangers and post them on Instagram for the chance to win a Nasty Gal gift card. Other types of promotional endeavors inspire users to create and share content more subtly by inviting them to react and interact with “viral” advertisements. Successful campaigns such as Dairy Milk’s drumming gorilla or Old Spice’s “The Man Your Man Could Smell Like,” for example, have triggered a


52. See, e.g., Rebecca Tushnet, Attention Must Be Paid: Commercial Speech, User-Generated Ads, and the Challenge of Regulation, 58 BUFFALO L. REV. 722, 738 (“Volunteer salespeople have also emerged by design, with traditional marketers soliciting user-generated ads for their products and showcasing the most persuasive ones in various ways.”); Goodman, supra note 45, at 684–85 (footnotes omitted) (“The power of the peer-to-peer model of production is changing the way advertisers think about communications and how much control they are willing to yield over brand management. As consumers express their devotions to brands in blogs, wikis, video-sharing sites like YouTube, and social networking sites like MySpace and Facebook, brand owners monitor, exploit, and sometimes imitate the genre.”).

53. See Jim Belosic, How to Run an Instagram Contest: Four Easy Steps, SOCIAL MEDIA EXAMINER (Feb. 17, 2015), https://www.socialmediaexaminer.com/run-an-instagram-contest-four-easy-steps/ (last visited Dec. 27, 2020). Other co-creation campaigns are more complex. LEGO®, for example, invited users to create novel LEGO constructions and to promote their designs on social media. LEGO then promised to convert one of the most liked designs into a real-world salable playset and to give the winning designer a percentage of the product’s sales. See Albitzu Garcia, How Co-Creation is Fueling The Future of Marketing, SOCIAL MEDIA TODAY, https://www.socialmediatoday.com/marketing/how-co-creation-fueling-future-marketing (last visited Nov. 5, 2018). See generally, Hacohen & Menell, supra note 47.

54. Electronic referral marketing (ERM) or “viral marketing” is another form of marketing technique that emphasizes user engagement. See Arnaud De Bruyn & Gary L. Lilien, A Multi-Stage Model of Word-of-Mouth Influence Through Viral Marketing, 25 INT’L J. RES. MARKETING, 151, 151–52 (2008) (defining electronic referral marketing (ERM) as the use of electronic “consumer-to-consumer... communications—as opposed to company-to-consumer communications—to disseminate information about a product or service, thereby leading to more rapid and cost effective adoption by the market”); Robert Allen King, Pradeep Racherla & Victoria D. Bush, What We Know and Don’t Know About Online Word-Of-Mouth: A Systematic Review and Synthesis of the Literature, 28 JOURNAL OF INTERACTIVE MARKETING 167, 170 (2014) (defining enhanced volume as one of the main dynamics that drive electronic word-of-mouth communications); Maria Petrescu, Kathleen O’Leary, Deborah Goldring & Selima Ben Mrad, Incentivized reviews: Promising the moon for a few stars, 41 J. RETAILING & CONSUMER SERVICES 288, 288–95 (2018) (“Word-of-mouth marketing is a brand-initiated strategy of intentionally persuading consumer-to-consumer conversations.”).


massive volume of UGC in the form of parodies, spoofs, and textual commentary.\footnote{57 See Karen Attwood, Drumming gorilla aids revenues at Cadbury, THE INDEPENDENT (Dec. 12, 2007), http://www.independent.co.uk/news/business/news/drumming-gorilla-aids-revenuesat-cadbury-764705.html (last visited Jan. 13, 2020) (“There have been more than 600 postings of the ad and spoofs on YouTube and the videos have been viewed more than 10 million times online.”); Megan O’Neill, Top 10 Old Spice Parodies On YouTube, ADWEEK (July 19, 2010) https://www.adweek.com/digital/top-10-old-spice-parodies-on-youtube/ (last visited Jan. 13, 2020) (“Every [sic] since Old Spice’s ‘The Man Your Man Could Smell Like’ commercials hit YouTube, they’ve inspired a whole slew of spoofs, parodies and remixes.”). These creations were then shared on platforms such as YouTube to generated even more user reaction and commentary. See Brenna Ehrlich, Lessons Learned From The Old Spice Campaign & Its Imitators, MASHABLE (Mar. 16, 2011) https://mashable.com/2011/03/16/old-spice-imitators/ (last visited Oct. 16, 2019) (“One of the reasons why the Old Spice campaign went so viral was that it targeted folks who were influential in the online sphere . . . . Those people then acted as brand advocates [spreading the gospel of Old Spice to their followers.”); see also Brenna Ehrlich, The Old Spice Guy Now Making Custom Videos for Fans via Social Media, MASHABLE (July 13, 2010), https://mashable.com/2010/07/13/old-spice-guy/ (last visited Oct. 16, 2019).}

Unsurprisingly, the amount of shared UGC on social media is massive. According to the consumer marketing platform Annex Cloud, for example, in 2016, users uploaded between 2 to 4 billion images to social media per day, and the number of user uploaders had increased by 176 million compared to the previous year.\footnote{58 Sean Ogino, The Ultimate List of User Generated Content Statistics, ANNEX CLOUD (Sep. 1, 2016) https://www.annexcloud.com/blog/the-ultimate-list-of-user-generated-content-statistics/ (last visited Jan. 14, 2020); see also Jim Edwards, Planet Selfie: We’re Now Posting a Staggering 1.8 Billion Photos Every Day, BUS. INSIDER (May 28, 2014), http://www.businessinsider.com/were-now-posting-a-staggering-18-billion-photos-to-social-media-every-day2014-5 (Facebook, Instagram, Flickr, Snapchat, and WhatsApp users alone “upload[ed] 1.8 billion images . . . every day”).} This uploaded content is subject both to federal copyright law and contract law governing the user-platform agreements. The next two Sections discuss these legal regiments, respectively.

B. THE COPYRIGHTABILITY OF USER-GENERATED CONTENT

To be protected, creative work must satisfy the copyright’s statutory requirements of originality and fixation.\footnote{59 17 U.S.C. § 102(a) (2013) (limiting copyright-eligible works to “original works of authorship fixed in any tangible medium of expression”).} It is reasonable to assume that a substantial portion of the UGC that is shared on social media will satisfy these two conditions.\footnote{60 See Gutierrez Alm, supra note 49, at 107 (“Much of this user-generated content may be copyrightable.”); Babovic, supra note 16, at 144 (“[A]s a baseline, user-generated content can be copyrightable”). Many copyright infringement cases involve UGC. See, e.g., Perfect 10,
uploaded because, as soon as such content becomes available to other users, it is “perceived, reproduced, or otherwise communicated,” even if for a temporary period of time. 61 The originality prong, on the other hand, would not always be met. 62 Nevertheless, the standard for copyright originality is so famously low 63 that even works of negligible creative expression, such as many status updates on Facebook or 140-character tweets, might satisfy it. 64

Indeed, most UGC would have at least the modicum of minimal creativity judicially required to satisfy the originality prong. 65 Selfies, defined by Time Magazine as a modern self-portrait, taken at odd angles via smartphone and often shared through social media, are perhaps the most intuitive example. 66 In recent years, selfies became a cultural phenomenon of international


64. See Babovic, supra note 16, at 148 (“[A] user who recounts a story via a Facebook status update could claim copyright ownership to that writing . . . even a joke being told via Twitter can certainly possess the originality required to receive copyright protection in the work.”); Stephanie Tebbagy North, Twitteright: Finding Protection in 140 Characters or Less, 11 J. HIGH TECH. L. 333, 335 (2011) (arguing that while the majority of tweets are likely non-copyrightable, some are likely to be protected); Consuelo Reinberg, Are Tweets Copyright-Protected?, WIPOMAGAZINE (July 2009), http://www.wipo.int/wipo_magazine/en/2009/04/article_0005.html (same); see also Gutierrez Alm, supra note 49, at 110 (“There are great works, of which copyright protection is unquestioned, that would fit comfortably within Twitter’s 140-character limit”).

65. See Feist 499 U.S. at 341.

66. See Katy Steinmetz, The Top Ten Buzzwords of 2012, TIME (Dec. 4, 2012), http://newsfeed.time.com/2012/12/04/top-10-newslists/slide/selfie/, archived at http://perma.cc/67BG-55L8. Although, to date, the term “selfie” has largely escaped judicial attention, the first legal opinion to define the term used the definition provided by the Time article; see also United States v. Doe, No. 1:12-cr-00128-MR-DLH, 2013 WL 4212400, at 8, n.6 (W.D.N.C. Aug. 14, 2013) (quoting Time Magazine’s description of “selfies.”)
magnitude. A 2013 survey from the United Kingdom revealed that over 50% of adults take selfies (rising to 75% in the 18–24 age bracket) and that nearly half of this group upload these photographs to social media. In the United States, a survey from August 2018 revealed that 62% of American adults take selfies. Although few would consider selfies artwork, as photographs most selfies easily satisfy the statutory standard of creativity and would be protected by copyright. Other social media users, such as hobbyists or professional artists, writers, photographers, musicians, and designers, use social media platforms to share their artwork. For these users, copyrights are especially important as a means to protect the integrity of their work.

When an original work of authorship meets the requirements of originality and fixation, the author of that work is granted six exclusive rights of ownership. These rights include the right to reproduce the work, the right to prepare derivative works, the right to distribute copies of the work, the right to perform audiovisual works publicly, the right to perform sound recordings publicly, and the right to display the work publicly. These rights are vested

---

67. See Alison C. Storella, NOTE: It’s Selfie-Evident: Spectrums of Alienability and Copyrighted Content on Social Media, 94 B.U.L. Rev. 2045, 2050 (2014) (providing statistics of selfie usage in the United Kingdom in recent years as an example of “[s]elfies have become a worldwide phenomenon”).

68. Id.


70. 17. U.S.C. § 102(a) (2012) (extending copyright protections to works of authorship “include[ing] . . . “pictorial, graphic, and sculptural works”); see also, Storella, supra note 67, at 2050 (analyzing the selfie phenomenon as a copyrightable subject matter).

71. See Liz Dowthwaite, Robert J. Houghton & Richard Mortier, How Relevant is Copyright to Online Artists? A Qualitative Study of Understandings, Coping Strategies, and Possible Solutions, 21 First Monday 5 (2016), https://doi.org/10.5210/fm.v21i5.6107 (“Most webcomic creators rely on posting to social media to find and maintain a thriving audience”). In our study about 35% of respondents stated that they are gaining some value other than merely social value (i.e., financial or reputational) from uploading UGC. See infra Section III.C.2.b).

72. See Craighton Berman, An Artist’s Guide to Copyrights, THE CREATIVE INDEPENDENT, https://thecreativeindependent.com/guides/an-artists-guide-to-copyrights/ (last visited Oct 11, 2020) (“As an artist, it is essential for you to understand your rights in your creations, and what to do if you believe those rights have been violated.”); RightsLedger, Copyright Basics for Content Creators, MEDIUM (Apr. 15, 2019), https://medium.com/rightsledger/copyright-basics-for-content-creators-968ade8a4eb (last visited Oct 11, 2020) (“[C]opyright is important to every creator, and understanding the basics can help every artist protect their work and their income.”).

73. 17 U.S.C. § 201(a) (2012) (“[C]opyright in a work protected under this title vests initially in the author or authors of the work.”); see also, Babovic, supra note 16, at 151 (arguing that in many cases the user is indeed the copyright owner and mention possible exceptions).

automatically with the creator without a need for notice or registration.\textsuperscript{75} Once the copyrighted work is uploaded to social media, however, these rights are immediately subjected to a broad copyright license as mandated by each platform’s ToS.

C. \textbf{STANDARD FORM CONTRACTS AND THE COPYRIGHT BOILERPLATE}

Half a century ago, W. David Slawson estimated that 99\% of all contractual obligations are imposed unilaterally by one contracting party on the other rather than deriving from balanced negotiation and mutually informed consent.\textsuperscript{76} Since Slawson’s estimation, the prevalence of non-negotiated and unilaterally imposed contracts has only increased.\textsuperscript{77} Unilateral, non-negotiated contracts (also known as “form” contracts, “boilerplate” contracts, “fine-print,” or “contracts of adhesion”) are offered to consumers on a take-it-or-leave-it basis with no opportunity for conciliation.\textsuperscript{78}

While enforceable by default, form contracts are suspicious in the eyes of many jurists because they so bluntly diverge from the Platonic ideals of meaningful consent and freedom of (and from) contracts.\textsuperscript{79} Indeed, numerous studies have confirmed that consumers rarely read, poorly understand, and are often overly optimistic about the content of form contracts.\textsuperscript{80} As explored later in Part IV, even economists who usually put their faith in the ability of free markets to generate efficient contractual obligations agree that form contracts may sometimes be inefficient and include terms that are detrimental to consumers’ welfare.\textsuperscript{81}

By making form contracts more prevalent and far easier for consumers to ignore, the digital revolution substantially magnified the social concerns associated with lack of meaningful consent and salience of terms, as boilerplate

---


\textsuperscript{76} W. David Slawson, \textit{Standard Form Contracts and Democratic Control of Lawmaking Power}, 84 HARV. L. REV. 529, 529 (1971).

\textsuperscript{77} Robert A. Hillman and Jeffrey J. Rachlinski, \textit{Standard-Form Contracting in the Electronic Age}, 77 N.Y.U. L. REV. 429, 435 (2002) (“People encounter standard forms in most of their contractual endeavors . . . standard forms govern [many types of] contractual relationships.”); \textit{see also} Korobkin, supra note 25, at 1203 (“[N]early all commercial and consumer sales contracts are form driven.”).


\textsuperscript{79} \textit{See generally} RADIN, supra note 78; Slawson, supra note 76; Korobkin, supra note 25.

\textsuperscript{80} \textit{See infra} Section III.A.

\textsuperscript{81} \textit{See infra} notes 205–206 and accompanying text (discussing Korobkin’s market failure theory).
contracts (and licenses and consumer agreements associated with digital life, generally) became more prevalent. Indeed, “digital form contracts” (also known as “clickwrap” or “shrinkwrap” agreements) have become an inseparable part of the modern economy—we sign them to access websites, use mobile applications, activate licensed software, and unlock various digital services. Multiple studies investigating these contracts have found them to be overbroad and potentially unfair from a user’s perspective.

In the case of social media, users encounter digital form contracts when they first log into the service and check the “I Accept” box at the end of the platform’s lengthy ToS agreement. Under the ToS of most social media platforms, users are required to subject the copyrights in their uploaded creative content to a detailed licensing agreement. While users usually retain ownership of their work under the terms of most social media platforms, these license agreements also give platforms very broad discretion to use their users’ content as they see fit. Moreover, unless it is stated otherwise in the platforms’ ToS, these copyright licenses apply automatically whenever users

82. See Elazari Bar On, supra note 25, at 589 (discussing the heightened social concern with digital form contracts in the digital age). The digital revolution made form contracts more concerning from a social perspective by making them more prevalent and easier to ignore. At least in the privacy arena, as professor Zuboff explained, even if users were to read and fully understand the terms of many digital services, they cannot fully comprehend the consequences of their agreement. This is because users’ personal data, once aggregated and analyzed by the service provider, may unlock meaningful insights that users cannot anticipate in advance. See SHOSHANA ZUBOFF, WRITTEN TESTIMONY SUBMITTED TO THE INTERNATIONAL GRAND COMMITTEE ON BIG DATA, PRIVACY, AND DEMOCRACY, BIG DATA 6 (2019). https://www.ourcommons.ca/Content/Committee/421/ETHI/Brief/BR10573725/br-external/ZuboffShoshana-e.pdf. (arguing that while users prescribe to the legal text visible to them, they also unconsciously prescribe to another “shadow text” that is “the result of [the service provider’s] proprietary analyses of the first text.”).

83. Kevin W. Grierson, Enforceability of “Clickwrap” or “Shrinkwrap” Agreements Common in Computer Software, Hardware, and Internet Transactions, 106 A.L.R.5th 309, 317 n.1 (2003) (A clickwrap agreement is defined as “[an] agreement [that] appears when a user first installs computer software obtained from an online source or attempts to conduct an Internet transaction involving the agreement, and purports to condition further access to the software or transaction on the user’s consent to certain conditions there specified; the user ‘consents’ to these conditions by ‘clicking’ on a dialog box on the screen, which then proceeds with the remainder of the software installation or Internet transaction.”).

84. See infra Section III.A.
85. See infra Section III.B.2.
86. See infra Section III.B.2; see also Babovic, supra note 16, at 160 (“Terms of service agreements, in general, license a significant chunk of exclusive rights associated with copyright, and have vague limitations on such a license.”); Gutierrez Alm, supra note 49, at 115 (“According to the [ToS], there is nothing stopping social media companies from selling copies of a user-photographer’s photos, for example, or placing them in advertisements.”); Allen & Ward, supra note 1, at 50–53 (reviewing ToS of Facebook, LinkedIn, Second Life, and Twitter).
upload a photo, share a video, or tweet a poem. The next Part introduces our study, which we designed to uncover the true breadth of these contractual licensing agreements, shed light on users’ awareness, understanding, and expectations of these agreements, and to assess the salience of terms to the users.

III. THE STUDY

A. OBJECTIVES AND RELATED WORK

Studies have established that digital form contract terms are notoriously lengthy,87 complex,88 rarely read,89 hardly understood,90 and often perceived by consumers to be more favorable than they actually are.91 As the notion of term


89. Yannis Bakos, Florencia Marotta-Wurgler & David R. Trossen, Does Anyone Read the Fine Print? Consumer Attention to Standard Form Contracts, 43 J. LEGAL STUD. 1, 1(2014) (finding that users access software retailers’ End-User Licensing Agreements (EULA) only 0.05% of the time); see also Nathaniel Good, Jens Grossklags, Deirdre K. Mulligan & Joseph A. Konstan, Noticing Notice: A Large-Scale Experiment on the Timing of Software License Agreements, 2007 PROCEEDINGS OF THE SIGCHI CONFERENCE ON HUMAN FACTORS IN COMPUTING SYSTEMS 607, 611 (finding that less than 2% of users reported reading EULAs thoroughly with about two thirds saying that they did not read them at all); Florencia Marotta-Wurgler, Will Increased Disclosure Help? Evaluating the Recommendations of the ALI’s “Principles of the Law of Software Contracts”, 78 U. CHI. L. REV. 165, 179–81 (2011) (reporting empirical data supporting the conclusion that license terms “are almost always ignored”); Rainer Böhme & Stefan Köpssell, Trained to Accept? A Field Experiment on Consent Dialogs, 2010 PROCEEDINGS OF THE SIGCHI CONFERENCE ON HUMAN FACTORS IN COMPUTING SYSTEMS 2406 (showing that most users take less than 8 seconds to click through a consent dialog).

90. See Joel R. Reidenberg, Travis Breaux, Lorrie F. Cranor, & Brian M. French, Disagreeable Privacy Policies: Mismatches between Meaning and Users’ Understanding, 30 BERKELEY TECH. L.J. 39 (2015) (asking comprehension questions about privacy policies to non-expert users, knowledgeable users, and privacy experts, finding discrepancies between non-expert users and experts (and even among experts), and concluding that websites do not convey information in a way that is accessible to reasonable users).

91. Ayres & Schwartz, supra note 29, at 551 (arguing that consumers often “expect a contract to contain more favorable terms than it actually provides”). Professors Aaron
salience emerged as a primary scrutinizing factor in the context of form contracts more generally, privacy scholars have also looked at the question of privacy’s salience, defined by the degree to which privacy’s prominence in people’s awareness actually impacts their real-world privacy decisions.  

In this vein, multiple scholars have pointed out a “privacy paradox” in which users who claim to care about privacy policies often behave inconsistently with their stated pro-privacy preferences. One study, for example, found that users who mentioned that they feel strongly about not sharing their contacts’ information were happily willing to do just that moments later when offered a free pizza slice in exchange for their friends’ email addresses. Another study confirmed that users shared nearly twice as much personal information compared to what they initially stated they were willing to share. 

Unlike in the privacy arena, almost no studies have looked at users’ awareness, perceptions, expectations or overall term salience regarding platforms’ UGC licensing policies. Several legal scholars, apparently motivated by empirical evidence in the privacy sphere, have speculated that users are unlikely to read or understand UGC licensing provisions or comprehend the
legal rights they have in the digital sphere. Several studies have confirmed these views by showing, for example, that the ToS of some social media platforms are difficult to read and that users often misunderstand how copyright law operates in the online environment, particularly since subjective concepts such as fair use are relevant in this context.

Only a handful of studies, however, have poked into users’ expectations of UGC licensing policies and evaluated the subjective salience of various terms. And those that did drew incoherent results. For example, professors Casey Fiesler, Cliff Lampe, and Amy Bruckman investigated users’ perceptions of UGC licensing policies across various websites (including some social media

96. See Storella, supra note 67, at 2045 (“[T]he majority of social media users are likely unaware that copyright protection extends to their posted materials at all.”); Kelly, supra note 7, at 514 (“Many users may not realize that the content they post on social media platforms is copyrighted, and so will not fully understand the license they are granting.”). This view was bolstered by the notion that many social platforms, while vigorously discussing copyright in their ToS, do very little to educate users about what copyright is. For instance, by giving examples of copyrighted material. See, e.g., Gard & Whetstone, supra note 28, at 269 (“Pinterest and others engaged in a copyrighted world protect themselves from legal harm, while not educating or advising their users of how copyright works within their system.”).

97. On the issue of readability, see Casey Fiesler, Cliff Lampe & Amy S. Bruckman, Reality and Perception of Copyright Terms of Service for Online Content Creation, 2016 PROCEEDINGS OF THE 19TH ACM CONFERENCE ON COMPUT. SUPPORTED COOPERATIVE WORK & SOC. COMPUT. (showing that the average Flesch-Kincaid Grade Level Score of many copyright terms was a college sophomore reading level of 14.8 (in a range of 8.4 to 19.8); see also, Amy B. Wang, A Lawyer Rewrote Instagram’s Terms of Use ‘In Plain English’ So Kids Would Know Their Privacy Rights, WASH. POST (Jan. 8, 2017), https://www.washingtonpost.com/news/parenting/wp/2017/01/08/a-lawyer-rewrote-instagram’s-terms-of-use-in-plain-english-so-kids-would-know-their-privacy-rights/ (showing that at the time of the study, Instagram’s ToS required a postgraduate level of reading comprehension); Kelly, supra note 7, at 515 (“[M]ost adults do not have the requisite postgraduate degree apparently required to understand the terms and conditions that they are contractually binding themselves to obey.”); Jonathan A. Obar & Anne Oeldorf-Hirsch, The Biggest Lie on the Internet: Ignoring the Privacy Policies and Terms of Service Policies of Social Networking Services, 2018 INFO., COMM’N & SOC. 1, 16 (finding that the 543 participants who joined the study’s fictitious social network had spent 51 seconds on average reading the website’s ToS, with a 93% acceptance rate).

98. Fair use, perhaps the most complex copyright doctrine to analyze, is an affirmative defense against the claim of copyright infringement. Evaluating whether a work is fair use (and therefore not infringing) requires a delicate balancing of four statutory factors: the purpose of the intended use, the nature of the copyrighted work, the amount and substantiality of the portion used of the copyrighted work, and the effect of the use on the copyrighted work’s market. 17 U.S.C § 107 (1992); see also Casey Fiesler & Amy S. Bruckman, Remixers’ Understandings of Fair Use Online, 2014 PROCEEDINGS OF THE ACM CONFERENCE ON COMPUTER SUPPORTED COOPERATIVE WORK & SOCIAL COMPUTING 1023; Casey Fiesler, Jessica Feuston & Amy S. Bruckman, Understanding Copyright Law in Online Creative Communities, 2015 PROCEEDINGS OF THE ACM CONFERENCE ON COMPUTER SUPPORTED COOPERATIVE WORK & SOCIAL COMPUTING 116; Catherine C. Marshall & Frank M. Shipman, The Ownership and Reuse of Visual Media, 2011 PROCEEDINGS OF THE 11TH ACM/IEEE-CS JOINT CONFERENCE ON DIGITAL LIBRARIES 157.
platforms), finding that “users care about how their content can be used yet lack critical information.” The researchers did not inquire about the salience of copyright terms to users—namely whether users would change their online uploading behavior if they were given more information (although they speculated that this might be the case).

Conversely, in another study, professors Liz Dowthwaite, Robert Houghton, and Richard Mortier asked for the perceptions of professional webcomic artists and concluded that such users are somewhat agnostic about copyright policies (including UGC licensing terms) and often rely on one another to red flag substantial concerns. These findings suggest that better information about UGC licensing policies is unlikely to change users’ social media behavior.

Finally, commenters also seem to disagree as to whether and to what extent copyright ToS provisions vary across social media platforms. While some commenters argue that copyright provisions are all boilerplate terms, others suggest that there is a great deal of term variability between different websites. Our study fills these gaps—it is the first study to check the conformity of UGC policies among the most popular social media platforms and to appraise the saliency of these policies to users. The study includes two parts. The first part—a comparative textual analysis of platforms’ ToS—is discussed next. The second part—a survey of users’ awareness, understanding, and expectations and of terms’ salience—is discussed in Section III.C.

---

99. See Fiesler et al., supra note 97, at 1453.
100. See id. at 1458 (“[W]e did not ask our participants directly about how licensing terms would affect their site use.”).
101. See Dowthwaite et al., supra note 71 (“Creators also tended to rely on each other to point out any issues: ‘I think my feeling is always like well everyone else seems to be using it so I’m sure it’s fine.’”).
102. See, e.g., Babovic, supra note 16, at 191 (“It might be said that many users would be willing to surrender their control over UGC that they submit; that it is understood as a price to be paid in order to participate in social media and social networking generally.”).
103. See, e.g., Storella supra note 67 at 2064 (explaining that in social networks a phenomenon of “copycat boilerplate” persists, where the same licensing language is becoming “standard practice” that “makes it impossible for users to exit their contracts for more advantageous terms”).
104. See Fiesler et al., supra note 97, at 1458 (“[C]opyright licenses are far from one size fits all . . . . This goes against conventional wisdom that the legalese in TOS is all boilerplate terms.”).
105. Cf. Fiesler et al., supra note 97 (investigating only eight social media platforms within a broader dataset of thirty websites and not investigating salience); Dowthwaite et al., supra note 71 (investigating users’ perceptions of copyright policies but focusing on the small subset of users who are professional creators).
B. MAPPING THE COPYRIGHT BOILERPLATE LANDSCAPE

1. Methods

To evaluate whether and to what extent the terms that govern UGC vary across different platforms, we have conducted a textual analysis of the ToS of eleven leading social media and content-sharing platforms: Facebook, YouTube, Instagram, Twitter, Pinterest, Snapchat, LinkedIn, Reddit, Vimeo, Vine, and Tumblr. The first eight platforms in our dataset were considered by most measures to be among the ten most popular social media platforms in Western societies (excluding chat-only platforms such as WhatsApp and Skype), amounting to around 80% of active social media users. We also included Vimeo, Vine, and Tumblr due to the substantial amount of copyrighted UGC shared on these platforms and their popularity among advertisers. Our sample is thus representative of the most commonly used social media platforms for UGC sharing and a number of additional platforms for content sharing.

We analyzed the ToS provisions of these platforms as of March 1, 2018. We have further confirmed that the relevant terms remain materially (for the purpose of the survey) the same as of February 2020, following the collection of survey answers. Based on our analysis, we identified and characterized seven key elements that reflect ToS terms concerning copyrightability and other related aspects of UGC. We offer the following taxonomy:


108. Although the boilerplate landscape mapping included Tumblr in the survey, we omitted survey questions related to this platform since there was no adequate sample of Tumblr users.

109 Some updates in the platforms’ ToS following our survey from this analysis are summarized in the footnotes of Appendix A.
1. **Perpetuity**: Language regarding the persistence of copyright licenses to the UGC even after the user-platform agreement has terminated.

2. **Third parties**: Language referring to the platform’s ability to sublicense or otherwise permit third parties (such as affiliated businesses) to use the copyrighted work in different ways (e.g., to publish or display the work).

3. **Modification**: Language about the platform’s ability to change or modify the copyrighted work.

4. **Derivative works**: Language regarding the platform’s ability to create derivative works defined under 17 U.S.C. § 101.

5. **Immediate Removal**: Language providing the platform the ultimate discretion to unilaterally remove UGC from its service.

6. **Commercial**: Language addressing the platform’s ability to utilize UGC for commercial purposes (such as advertising).

7. **Other**: Language addressing the following issues:
   
a) **Moral Rights**: Language specifically requiring users to disclaim moral rights (a term commonly known to include the right for attribution and integrity as defined by 17 U.S.C. § 101).

---

110. “‘derivative work’ is a work based upon one or more preexisting works, such as a translation, musical arrangement, dramatization, fictionalization, motion picture version, sound recording, art reproduction, abridgment, condensation, or any other form in which a work may be recast, transformed, or adapted. A work consisting of editorial revisions, annotations, elaborations, or other modifications which, as a whole, represent an original work of authorship, is a ‘derivative work.’” 17 U.S.C. § 101.

111. Some platforms use broader language to enable unlimited commercial uses, other platforms limit their ability to commercialize UGC to promoting their services. For a detailed comparative analysis of the platforms’ terms, see Appendix A.

112. Attribution includes the right “to claim authorship of [the] work.” 17 U.S.C. § 106A(a)(1)(A). Integrity includes the right “to prevent any intentional distortion, mutilation, or other modification of that work which would be prejudicial to [the creator’s] honor...” 17 U.S.C. § 106A(a)(3)(A). As explained, U.S. law does not recognize moral rights for UGC. See infra note 7. Accordingly, specific waiver of moral rights in the platforms’ ToS has no practical meaning. Nevertheless, we still considered the issue of moral rights because we suspected that users care very deeply about those rights, especially the right for attribution. (Our survey later substantiated this suspicion). See infra Section III.C.2.e).
b) **Publicity Rights**: Language regarding instances where platforms specifically claim the right to use users’ identity (i.e., name, likeness, and voice).113

c) **Ideas**: Language specifically requiring users to waive any claim to compensation or liability with respect to ideas they provide the platform.

We intentionally disregarded elements that are essential for the platforms’ operation or functionality, such as having the right to display or distribute UGC.114 Instead, we focused our attention on elements that either provide platforms with substantial control over users’ content (such as the right to modify) or that can significantly undermine artistic values and interests (such as denying attribution or subjecting the work to advertising).115 We manually compared the ToS of each platform in our dataset to evaluate how the stated elements conformed or differed across platforms. We considered that a platform has a stated element only if its ToS stated the element explicitly and unmistakably based on the taxonomy we have proposed above. For example, Reddit’s ToS addresses four of the seven key elements in a single, concise provision (the number in brackets corresponds with the element’s number as it appears in the list above):

“By submitting user content to Reddit, [users] grant [Reddit] a royalty-free, perpetual [1], irrevocable [1], non-exclusive, unrestricted, worldwide license to reproduce, prepare derivative works [4], distribute copies, perform, or publicly display your user content in any medium and for any purpose, including commercial purposes [6], and to authorize others to do so [2].”116

A summary of our textual analysis appears in Figure 1 (the complete table of the investigated terms broken down by key elements appears in Appendix

113. Publicity rights protect against the misrepresentation of one’s name, voice, or likeness. See, e.g., Cal. Civ. Code § 3344 (2000) (“Any person who knowingly uses another’s name, voice, signature, photograph, or likeness, in any manner... without such person’s prior consent... shall be liable for any damages sustained by the person... ”). For a discussion of the right of publicity and the challenges imposed on it by social platforms see Jesse Koehler, Fraley v. Facebook: The Right of Publicity in Online Social Networks, 28 BERKELEY. TECH. L. J. 963 (2013).

114. See Fiesler et al., supra note 97, at 1454 (“When a user submits content to one of these websites, they are typically licensing that work for use by the site—at the very least, the site must be permitted to display the work, or others would not be able to see it.”). However, we did address the right to display and distribute as means to investigate other related issues—for instance, the platforms’ ability to sublicense these rights or to exercise them outside the platforms’ services. See infra Section III.C.1.c).

115. In this respect our approach is normative rather than pragmatic (as explained, U.S. law does not recognize moral rights for UGC.). See supra note 7.

116. See Reddit, supra note 4.
A). In addition to our comparative similarity analysis, we also gathered statistical text information and evaluated the terms’ readability. A discussion of our findings follows.

2. Findings

a) Terms’ Readability

We tested the terms that govern UGC for readability using the Flesch-Kincaid Grading System, which was commonly used in similar studies dealing with privacy policies. The average Flesch-Kincaid Grade Level Score (representing a U.S. educational grade level) for the UGC terms in our dataset was in a postgraduate reading comprehension level of 17.4. The scores ranged from 13.4 to 27.4 (see Figure 1). These results are significantly higher than the findings of most comparable studies in the privacy realm (which are usually in the range of 14 to 15). As the results indicate, many users would find it extremely challenging to understand the legal terms contained in social media platforms’ ToS.

It is difficult to justify these terms’ linguistic complexity. Unlike other elements in the ToS agreement that are arguably inherently complex—such as the Digital Millennium Copyright Act (DMCA) takedown procedure—the UGC licenses platforms require to operate their services are relatively


118. See, e.g., Jensen & Potts, supra note 88 at 473–75; Mark A. Graber, Donna M. D’Alessandro & Jill Johnson-West, Reading Level of Privacy Policies on Internet Health Web Sites, 51 J. OF FAM. PRAC. 7, at 642–45 (2002); see also Fiesler et al., supra note 97, at 1453 (finding an average of 14.8 for UGC policies across the web).

119. See U.S. Social Reach by Education 2019, STATISTA , https://www.statista.com/statistics/471386/us-adults-who-use-social-networks-education/ (last visited Oct 10, 2020) (noting, for example, that 64% of adults whose educational background was high school grad or less were using social networks). This concern is especially noteworthy with respect to platforms that are popular among teens and children such as Instagram. See, e.g., Wang, supra note 97 (noting that simplifying ToS is important for all platforms but it is more critical for Instagram “for its ubiquity and popularity among teenagers”).

120. The DMCA’s notice and take down regime requires content-sharing platforms to remove copyright infringing content upon the copyright owner’s notice. 17 U.S.C § 512 (c)(1)(A)(1998). This procedure is often described as complex and confusing. See, e.g., Micah Singleton & Ben Popper, The Music Industry Cranks Up the Volume In Its Fight Against YouTube, THE VERGE (2016), https://www.theverge.com/2016/6/3/11852146/music-industry-fighting-youtube-dmca (last visited Oct 11, 2020) (“The industry’s biggest complaint about the DMCA is that the take-down process for unlicensed content is too complicated . . . .”)
straightforward. Little prevents platforms from simplifying the obscure legalese in these terms and clearly communicating how they will use UGC.

Interestingly, while providing users with such additional clarity should not be overly challenging or costly to platforms, only three platforms in our dataset—Pinterest, Tumblr, and LinkedIn—have included a shortened and simplified version of their main terms in plain English. As seen in Figure 1 below, the average Flesch-Kincaid Grade Level Score of these simplified terms was 8.77, which is on par with children’s novels. Another useful way platforms can simplify their ToS is to use instructional videos just as LinkedIn did back in 2014. We further discuss the benefits of simplified disclosures in Section IV.A.

b) Similarity and Breadth of User-Generated Content Licensing Terms

As depicted in Figure 1, our findings point to a substantial similarity in the platforms’ approaches in our dataset with respect to the seven key elements. All the platforms, for example, required the right to assign and sublicense UGC rights to third parties such as affiliated businesses. Most platforms also required users to provide them with the right to modify content, to create derivative works, or both. Moreover, as seen in the complete textual analysis in Appendix A, many phrases used by social media platforms in their UGC provisions have minimal variability. This finding confirms the view that legalese in ToS appears in a boilerplate form.


124. See infra notes 235–237 and accompanying text.

125. See infra Appendix A. For example, compare the following excerpts from our study’s platforms: “[Y]ou grant us [Twitter] a worldwide, non-exclusive, royalty-free license”; “You grant Pinterest and our users a non-exclusive, royalty-free, transferable, sublicensable, worldwide license”; “[Y]ou hereby grant to Instagram a non-exclusive, fully paid and royalty-free, transferable, sub-licensable, worldwide license”; “[Y]ou grant us [Facebook] a non-exclusive, transferable, sub-licensable, royalty-free, worldwide license”; “[Y]ou grant YouTube a worldwide, non-exclusive, royalty-free, sublicenseable and transferable license”; “[Y]ou grant Vimeo and its affiliates a limited, worldwide, non-exclusive, royalty-free license.”

126. But see Fiesler et al., supra note 97, at 1458 (“Based on our analysis of what terms exist on different websites, we see a great deal of variability . . . . This goes against conventional wisdom that the legalese in TOS is all boilerplate terms.”)
More substantially, our findings affirm the concerns that were often raised in the privacy arena—that boilerplate terms in digital form contracts are grossly and perhaps unjustifiably overbroad. 127 Many of the UGC licenses in our dataset used the following legal terminology (in brackets is the number of times these words appear in our ToS dataset) 128: “perpetual” [1], “irrevocable” [2], “sublicensable” [5], “nonexclusive” [12], “royalty-free” [11], “transferable” [7], “unrestricted” [3], and “worldwide” [4]. These ToS also had language that enabled platforms, among other things, to modify [14], adapt [10], edit [4], and improve [3] UGC; to create derivative works [10]; and to commercially exploit their users’ content. 129

---

127. See infra Section III.A (giving the example that platforms obtain a broad copyright license for “any commercial license”).
128. See infra Appendix A.
129. Of all the platforms in our dataset, Reddit’s ToS contained the broadest language concerning discretion to commercial UGC. See Reddit, supra note 4. Since conducting our study, Reddit has narrowed its provision and this language was removed. Reddit, supra note 7.
Arguably, policymakers should not be bothered by the fact that the UGC licensing policies are overbroad because platforms are unlikely to fully exhaust

---

130. Although at the time of the study Tumblr has claimed a relatively broad UGC license, they also subsequently added limiting language that substantially narrowed their discretion to misuse users’ content. See infra note 237.
their legal privileges in fear of awakening the wrath of the public. Although this argument is not without merit, overbroad UGC licensing policies are concerning for at least two reasons. First, while it is indeed unlikely that platforms “sublicense user content to porno.com,” it is conceivable that platforms could come up with creative new ways to monetize their users’ content without creating an immediate backlash. This possibility is especially valid at the present moment as growing political and public pressure is causing platforms to lose revenue from monetizing users’ data (the platforms’ primary source of income), incentivizing platforms to rethink their monetization.

131. Indeed, platforms zealously defend their public image, especially when facing a potential public relationship crisis. See infra notes 229–230 and accompanying text; see also Craig Silverman, Ryan Mac & Pranav Dixit, “I Have Blood On My Hands”: A Whistleblower Says Facebook Ignored Global Political Manipulation, BUZZFEED NEWS, https://www.buzzfeednews.com/article/craigsilverman/facebook-ignore-political-manipulation-whistleblower-memo (last visited Oct 11, 2020) (discussing how a former Facebook employee is accusing the platform of prioritizing potential public-relation concerns in Western democracies but not expressing the same concern for malign activities in other regions where the possibility of journalistic coverage leading to public outcry is less likely).

132. Hetcher, supra note 9, at 848 (noting that Facebook could “surreptitiously sublicense user content to porno.com . . . [which] would fall squarely within the license Facebook purports to be granted by users”).

133. See JULIE E. COHEN, BETWEEN TRUTH AND POWER: THE LEGAL CONSTRUCTIONS OF INFORMATIONAL CAPITALISM 235, 235 (Oxford, 2019) (arguing that “[t]he increasingly indispensable nature of the services that platforms provide makes exits particularly infeasible for many users”); see also Mireille Hildebrandt, Primitives of Legal Protection in The Era of Data-Driven Platforms, 2 GEO. L. TECH. REV. 252, 254 (2018) (“Even if a platform does not intend to use its quasi-sovereign powers to actually institute a quasi-totalitarian rule across the many contexts we navigate, we should be concerned about its potential to do so.”); Maurice E. Stucke, Should We Be Concerned About Data-opolies?, GEO. L. TECH. REV. 275, 295 (2018) (“A second way data-opolies can extract wealth is by getting creative content from users for free.”). As a cautionary tale, consider the recent case in which the Federal Trade Commission “investigated allegations that Google unfairly ‘scraped,’ or misappropriated [others’] content (including of artists), . . . passed this content off as its own, and then threatened to delist these rivals entirely from Google’s search results when they protested the misappropriation of their content.” Statement of the U.S. Federal Trade Commission Regarding Google’s Search Practices, In the Matter of Google, Inc., FTC File No. 111-0163, at 3, n.2 (Jan. 3, 2013), https://www.ftc.gov/system/files/documents/public_statements/295971/130103googlesearchstmofoomm.pdf. As one complaint noted, “Artists need to earn a living in order to sustain creativity and licensing is paramount to this; however, this cannot happen if Google is siphoning traffic and creating an environment where it can claim the profits from individuals’ creations as its own.” Samuel Gibbs, Getty Images Files Antitrust Complaint Against Google, GUARDIAN (Apr. 27, 2016), https://www.theguardian.com/technology/2016/apr/27/getty-imagesfiles-antitrust-google [https://perma.cc/5WZK-EF98]. This case settled in 2018. Chris O’Brien, Getty Images and Google Declare a Truce with New Image Licensing Partnership, VENTURE BEAT (Feb. 9, 2018), https://venturebeat.com/2018/02/09/getty-images-and-google-declare-a-truce-with-new-image-licensing-partnership/ [https://perma.cc/A4LD-FGH3].
practices. Indeed, as Angel Fraley’s (sponsored) story from the introduction indicates, social media platforms will not shy away from promising new avenues for generating income.

The second and main reason to be concerned about platforms’ overbroad discretion to exploit UGC is that—as indicated by our survey findings below—users do not actually know and do not expect that platforms have such discretion. Moreover, most users even claim that they would change their uploading behavior to social media if they knew how much discretion social media platforms have in manipulating their UGC. Thus, overbroad UGC licenses raise social concerns from both copyright and contract law perspectives.

C. USERS’ AWARENESS, UNDERSTANDING, AND EXPECTATIONS AND TERMS’ SALIENCE SURVEY

1. Methods

Our initial survey pool consisted of 1,100 respondents (N=1,100) from Mechanical Turk. The respondents were generally representative of the U.S. social media adult population. Our survey opened with a screening question designed to filter only those social media users who reported uploading creative content to at least one of the survey’s participating platforms. Users who did not upload content did not complete the survey. We then asked respondents a series of demographic questions, including gender, age,

134. See generally Zuboff, supra note 19 (noting that the business model of most social media platforms is based on targeted advertising, which is fueled by and thrives on users’ data). Mark Zuckerberg famously said to Senator Orrin Hatch, “Senator, we run ads,” a statement that became a well-known meme. See Emily Stewart, Lawmakers Seem Confused About What Facebook Does—and How to Fix It, VOX (Apr. 10, 2018), https://www.vox.com/policy-and-politics/2018/4/10/17222062/mark-zuckerberg-testimony-graham-facebook-regulations.


136. See infra Section III.C.2.c), III.C.2.d).

137. See infra Section III.C.2.e); see also Fiesler et al., supra note 97 (“Many users are granting these rights without realizing, and they might be unhappy if they knew.”).

138. See infra notes 240–245 and accompanying text.

139. Amazon Mechanical Turk is a popular crowdsourcing marketplace tool used, among other things, to source experimental data and conduct surveys and empirical research. See Amazon, Amazon Mechanical Turk, https://www.mturk.com/.

140. See infra Section III.C.2.a (Figure 6).

141. See infra Appendix B (Survey Section 2).
education, and income. Figure 6, below, shows a sample of the respondents’ demographic information.

The final preliminary step required respondents to review a brief definition page that introduced, in layperson’s terms, four legal concepts contained in the survey: (1) “Work or Content,” (2) “Platform or Social Media Platform,” (3) “Use,” and (4) “Term.” We defined the term “Work or Content” to mean those copyright-protected materials created and uploaded by the user, including art, poetry, prose, photographs, sound and musical compositions, illustrations, video, or audiovisual works. “Platform or Social Media Platform” denoted the ten platforms that we chose to survey: Facebook, Instagram, YouTube, Twitter, Snapchat, LinkedIn, Vimeo, Reddit, Pinterest, and Vine. “Use” meant to publicly display, copy, reproduce, distribute, perform, or transmit the work. Finally, “Terms” denoted the platforms’ terms of use or the contract that required the users to click “I Accept” when they joined the platform.

The substantive portion of the survey was organized around four sets of questions: (1) Social Media Usage (asking how frequently respondents uploaded content to social media and what value they derived from doing so); (2) Awareness and Understanding (asking respondents to identify, to the best of their knowledge, the legal terms included in the platforms’ ToS and their meanings); (3) Expectations (asking what respondents thought the UGC licensing terms in the platforms’ ToS should be); and, finally, (4) Salience (asking respondents how likely they would be to change their social media uploading patterns once they understood the legal terms in the platforms’ ToS).

a) Social Media Usage

We asked respondents to indicate how frequently they upload content to social media, as well as what kind of value (if any) they derive from doing so. Concerning value obtained, we asked respondents (1) whether they receive direct income from uploading content; (2) whether they do it for other

---

142. See infra Appendix B (Survey Section 3).
143. See infra Appendix B (Survey Section 4).
144. Id.
145. Id.
146. Id.
147. Id.
148. See infra Appendix B (Survey Section 5).
149. See infra Appendix B (Survey Section 8).
150. See infra Appendix B (Survey Section 7).
151. See infra Appendix B (Survey Section 9).
promotional reasons (self or business); (3) whether they do it to increase awareness of their work (“getting the work out there”); or (4) whether their only gain is social interaction.\footnote{See infra Appendix B (Survey Section 5, questions 1–2).} As to frequency, we inquired whether users upload their UGC to social media platforms once (or more) a day, once a week, once a month, or once every couple of months.\footnote{See infra Appendix B (Survey Section 5, question 3).} Finally, we asked respondents to indicate to which of the platforms in our dataset they upload their content.\footnote{See infra Appendix B (Survey Section 6, question 1).} Figures 7 through 8 in Section III.C.2.b summarize these social media usage patterns.

We categorized our respondents’ answers to these questions to determine whether and to what extent our findings would vary across the different categories. Common sense would suggest, for example, that users who use social media platforms more frequently or who are financially and reputationally dependent on these platforms would also be more term conscious.\footnote{Compare with Dowthwaite et al., supra note 71, who observed that user-creators tend to rely on their community for flagging any copyright concerns with respect to their UGC. One user-creator, for example, was quoted saying that “watchdogs keep me informed. Artist communities are good at trading this kind of information and flagging up any incidents that other artists need to watch out for.” Id. Somewhat surprisingly, our findings did not support a conclusion of substantial distinction in users’ awareness between “professional user-creators” (who get paid for uploading content) and “amateur user-creators” (who upload content merely for social interaction purposes) in most cases. Our findings do support some distinction, however. See infra Section III.C.2.c).} Previous studies have ignored this distinction or looked only at a single group of social media users (either amateurs or professionals), which prevented researchers from taking a comparative approach like ours.\footnote{ Cf. Dowthwaite et al., supra note 71. (focusing only on “professional” user-creators not on regular users); Fiesler et al., supra note 97 (ignoring this distinction altogether).}

b) Awareness and Understanding

This portion of the survey extended privacy scholars’ work on user awareness and understanding of UGC licensing policies.\footnote{We are aware of another study that similarly investigated ToS of general UGC websites (e.g., IMDA, Craigslist, Y-Gallery); this study, however, had a only few social media platforms in their dataset and a significantly smaller sample overall (410 users). See Fiesler et al., supra note 97.} To achieve this goal, we first classified respondents based on uploading habits—that is, we only asked users who reported that they upload content to a platform about the applicable terms of that platform. We presented respondents with a series of affirmative statements and asked whether those statements were correct according to the platform’s ToS. Respondents could mark each statement as correct or incorrect, or respondents could indicate they did not know the
answer. Using Reddit as an example, Figure 2’s right two columns present
the awareness inquiry as it appeared to the respondents.

The statements presented to the respondents correspond to six of the
seven key elements that we identified in Section III.B: perpetuity, third parties
(transferability), modification, derivative works, immediate removal, and
commercial usage. We did not ask about “other” elements (moral rights,
publishation rights, and ideas) because, as of the survey date, the majority of
our dataset’s platforms did not address these elements. Figure 2’s left
column, which was not part of the survey, classifies the survey’s inquiry
statements concerning our Section III.B elements.

158. See infra Appendix B (Survey Section 6, question 2).
159. See supra Section III.B.1.
160. See supra Section III.B.2 (Figure 1). We did address the issue of attribution, which is
considered a moral right, under the expectation segment of our survey. See supra Section
III.C.1.c).
A PENNY FOR THEIR CREATIONS

Figure 2: Sample Platform Awareness Inquiry (for Reddit)

<table>
<thead>
<tr>
<th>Elements</th>
<th>Yes</th>
<th>No</th>
<th>I don’t know</th>
</tr>
</thead>
<tbody>
<tr>
<td>Third parties</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Modification</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Derivative works</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Immediate removal</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Commercial</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Perpetuity</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
</tbody>
</table>
 clarification. Respondents were then presented with five alternative answers and asked to mark “all that apply.” Two answers were incorrect: “I will not be paid any royalties,” and “I waive all the copyrights in my work.” Two other answers were correct: “It can present my work without my name” (referring to the right of attribution), and “it can change the meaning of my work and distort it in a manner which is disrespectful” (referring to the right of integrity). The final answer—“I don’t know what ‘moral rights’ are”—was neutral.

In a different question, we asked respondents what it meant to grant platforms “a license to prepare derivative work[s]?” We asked about the term “derivative works” because this term is somewhat legally complex (although less so compared to the term “moral rights”) but was nevertheless present in the ToS of most platforms in our dataset. For this question, respondents could again choose among five alternative answers, but we asked them to mark only one answer as correct: (1) “I grant a perpetual (permanent) license to all the rights I have in my work”; (2) “I allow the platform to copy and share my work”; (3) “I allow the platform to place advertisements on my work without my consent”; (4) “I allow the platform to create new versions of my work”; and (5) “None of the above.”

c) Expectations

The purpose of the expectations portion of our survey was to map the respondents’ general intuition and beliefs regarding the scope of an ideal UGC licensing policy. Accordingly, unlike the awareness segment, which only asked respondents about their content-uploading habits for specific platforms, here we asked respondents about their expectations more broadly and not in a way tailored to any specific platform. We asked the respondents five questions about their expectations. Figure 3’s right two columns show these questions.
and possible answers. Four of the five questions correspond to four of the seven key elements that we identified in Section III.B. One question, however, was about the breadth of platforms' permissible use of UGC and did not fit squarely with any of our stated elements. The element classification appearing on Figure 3's left column was not part of the survey.
### Figure 3: Expectations Inquiry

<table>
<thead>
<tr>
<th>Elements</th>
<th>Questions</th>
<th>Possible Answers</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Perpetuity</strong></td>
<td>In your opinion, display and distribution of your work should be available [mark one option]:</td>
<td>o Only for as long as I maintain an account on the platform.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>o Only for as long as I agree.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>o Only until I chose to remove my work.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>o Indefinitely.</td>
</tr>
<tr>
<td><strong>Immediate removal</strong></td>
<td>In your opinion, sharing platforms should be allowed to [mark the most appropriate option]:</td>
<td>o Remove content they determine, upon their sole discretion, that violates their terms.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>o Remove content for any reason.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>o Remove content only they are required to do so under law.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>o None of the above.</td>
</tr>
<tr>
<td><strong>Commercial</strong></td>
<td>In your opinion, social media platforms should be able to [mark all that apply]:</td>
<td>o Use, display, or distribute my work only for the purpose of the platform's function (social communication).</td>
</tr>
<tr>
<td></td>
<td></td>
<td>o Use, display, or distribute my work for the purpose to promote the platform or the platform’s service.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>o Use, display, or distribute my work for any purpose, including for commercial use.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>o Use, display, or distribute my work for the purpose of training artificial intelligence algorithms (machine learning).</td>
</tr>
<tr>
<td></td>
<td></td>
<td>o None of the above.</td>
</tr>
<tr>
<td><strong>Third parties</strong></td>
<td>In your opinion, who should be allowed to display and distribute your work? [mark all relevant options]:</td>
<td>o The platform.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>o Its users.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>o Other parties, at the discretion of the platform.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>o No-one.</td>
</tr>
<tr>
<td><strong>Breadth of permissible use</strong></td>
<td>In your opinion, a platform should be able to [mark one option]:</td>
<td>o Display and distribute my work only on the platform.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>o Display and distribute my work on any means of communication.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>o None of the above.</td>
</tr>
</tbody>
</table>
d) Salience

In our survey’s final segment, we attempted to evaluate UGC licensing policies’ salience to social media users. As explained, the legal concept of *term salience*—the degree to which terms are sufficiently prominent to users to impact their decision to use and upload content to social media platforms—is emerging as the primary indicator for evaluating, among other things, the need for regulatory oversight of standard-form contracting markets.168 Term salience in the context of UGC policies is also important because previous studies did not consider the issue.169

To evaluate the salience of UGC licensing policies to social media users, we presented survey respondents with two tasks. First, we asked them to indicate on a Likert scale (ranging from extremely likely to extremely unlikely) how likely they are to use a platform that practices (or is allowed to practice based on its ToS) each of the seven key elements identified in Section III.B. Figure 4’s right column presents the survey’s questions (as they appeared to respondents). The left column shows our element classifications (which were not visible to respondents).

---

168. See *supra* text accompanying note 25 and *infra* note 211.
169. See *supra* note 105.
Figure 4: Terms’ Salience Inquiry

<table>
<thead>
<tr>
<th>Elements</th>
<th>Consider the following scale &lt;Extremely likely, likely, neither likely nor unlikely, unlikely, extremely unlikely&gt; and indicate how likely you are to use such a platform:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perpetuity</td>
<td>• Its terms say you cannot change your mind and cancel the license (permission) you grant the platform to use/display your work.</td>
</tr>
<tr>
<td>Third parties</td>
<td>• Its terms authorize others (nonusers) to distribute and modify your work.</td>
</tr>
<tr>
<td>Modification</td>
<td>• Its terms, allows to modify your work (for any purpose, not just when technically required).</td>
</tr>
<tr>
<td>Derivative Works</td>
<td>• Its terms allow the creation of new works that are based on your work.</td>
</tr>
<tr>
<td>Immediate Removal</td>
<td>• Your content can be removed for any reason.</td>
</tr>
<tr>
<td>Commercial</td>
<td>• Its terms allow the use of your work for any purpose, including commercial use.</td>
</tr>
<tr>
<td></td>
<td>• Its terms allow to display ads on your work.</td>
</tr>
<tr>
<td></td>
<td>• Your work is only used for the purpose of operating its platform and nothing else.</td>
</tr>
<tr>
<td>Other</td>
<td>• Associate your name with your work.</td>
</tr>
<tr>
<td></td>
<td>• Its terms allow your work to be presented without naming you as the creator.</td>
</tr>
<tr>
<td></td>
<td>• Your work is used for training AI algorithms (machine learning).</td>
</tr>
</tbody>
</table>

For the second task, we presented respondents with seven statements corresponding to five of the seven key elements identified in Section III.B and asked them to rank the relative importance of those statements on a 1–7 scale (1 being most important and 7 being the least important). Figure 5’s right column presents the survey’s questions as they appeared to respondents. The left column shows our element classifications (which were not visible to respondents).
Answers to the first question indicated how the respondents thought term awareness would impact their social media uploading behavior.\textsuperscript{170} Answers to the second question revealed the relative importance of UGC interests to users, information which helps indicate terms that might become salient to better-informed users.\textsuperscript{171} After presenting our general salience data, we examine whether a significant difference in findings exists between respondents of different usage values.\textsuperscript{172}

2. Findings

a) Demographics

Our survey consisted of 1,100 respondents (N=1,100): 51.55\% male, 47.91\% female, and 0.55\% identified as other (rounded). Figure 6 shows the age distribution, with the majority of respondents aged 25 to 34 (43.64\%). Figure 6 also shows respondents’ income distribution with 30.91\% of respondents reporting an income of 25,000 to 50,000 USD and 24.36\% reporting an income of 50,000 to 75,000 USD.

\textsuperscript{170} Of course, this is merely a partial indication. To fully apprise salience additional work is needed. \textit{See infra} note 203 and accompanying text.

\textsuperscript{171} Under the notion of salience, the more important an interest or right to a set of user-creators, the more likely it is that a substantial number of them would actually change their social media “sharing” behavior upon receiving more information about how a term affects their interest or right, but \textit{only if} this information is readily understandable. \textit{See} Perzanowski \& Hoofnagle, \textit{supra} note 87, at 321–22.

\textsuperscript{172} \textit{See infra} Section III.C.2.e) (Figure 16).
Finally, Figure 6 shows the respondents’ educational background distribution. As indicated, most respondents hold a bachelor’s degree. We screened 67 (6.09%) of our respondents after reporting that they did not upload any content to the applicable platforms. That left us with 1,033 respondents.
Figure 6: Demographics Sample
Figure 6: Demographics Sample (continued)

Educational background

- High school graduate - high school diploma or the equivalent (for example: GED)
- Bachelor’s degree (for example: BA, AB, BS)
- Master’s degree
- Professional degree or doctorate degree (for example: MD, DDS, DVM, LLB, JD, PhD, EdD)

b) Social Media Usage

Survey respondents were asked about how frequently they upload content to social media platforms and about the value they obtain from doing so. From the screened respondents’ pool (N=1,033), the majority (64.96%) reported using social media platforms for “social interaction only.” 15.10% reported uploading content to platforms for “getting their work out there,” 15.59% reported uploading content to promote themselves or their business, and merely 4.36% reported receiving direct income from uploading content (we refer to this small group as “professional user-creators” to distinguish them from “amateur user-creators”).\(^{173}\)

Next, we asked how often users upload their content to social media platforms. Figure 7 shows our findings that 34.8% of respondents upload content once every couple of months, 34.4% upload content once a week, 21.88% once a month, and only 8.81% upload daily or more.

\(^{173}\) See infra note 194.
Finally, we asked respondents to which platforms in our dataset they upload their UGC (and respondents could pick multiple platforms, if applicable). Of the content-uploading respondents seen in Figure 8 (N=1,033), 26.25% (rounded) reported uploading to Facebook, 16.59% reported uploading to YouTube, 15.28% reported uploading to Instagram, 15.10% reported uploading to Instagram, 15.59% reported uploading to Instagram, 15.10% reported uploading to Instagram,
12.84% reported uploading to Twitter, 9.69% reported uploading to Reddit, 7.79% reported uploading to Pinterest, 6.41% reported uploading to Snapchat, 4.20% reported uploading to LinkedIn, 15.28% reported uploading to Vine, and only 0.85% (26 respondents) reported uploading to Vimeo. This information helped tailor the questions regarding term awareness to the respondents’ usage habits.

Figure 8: Social Media Usage (Platform Distribution) (N=1,033)

![Social Media Usage Diagram](image)

**c) Awareness and Understanding**

Respondents were asked to demonstrate term awareness only for the specific platforms to which they indicated uploading content. Figure 9, for example, shows how the survey posed statements about Reddit’s terms to users. The table’s middle column presents the statements as seen by the Reddit respondents. The left column presents statements’ classification based on the key elements identified in Section III.B (this portion was not visible to users). And the right column presents the distribution of the respondents’ answers (a complete distribution of term awareness findings per platform appears in Appendix C).
Figure 9: Platform Awareness Inquiry (for Reddit)

<table>
<thead>
<tr>
<th>Elements</th>
<th>For Reddit, mark one option for each statement—According to its terms:</th>
<th>Yes</th>
<th>No</th>
<th>I don’t know</th>
</tr>
</thead>
<tbody>
<tr>
<td>Third parties</td>
<td>Reddit may grant others (third parties) license to use my work.</td>
<td>18.0%</td>
<td>46.8%</td>
<td>35.3%</td>
</tr>
<tr>
<td>Modification</td>
<td>Reddit may modify my work.</td>
<td>24.8%</td>
<td>46.8%</td>
<td>27.8%</td>
</tr>
<tr>
<td>Derivative works</td>
<td>Reddit may create new works based on my work.</td>
<td>24.1%</td>
<td>39.7%</td>
<td>36.3%</td>
</tr>
<tr>
<td>Immediate removal</td>
<td>Reddit may remove content upon their sole discretion.</td>
<td>81.7%</td>
<td>7.5%</td>
<td>10.9%</td>
</tr>
<tr>
<td>Commercial</td>
<td>Reddit may use my work for any commercial purpose.</td>
<td>27.8%</td>
<td>37.3%</td>
<td>34.9%</td>
</tr>
<tr>
<td></td>
<td>Reddit may place advertisements on my work.</td>
<td>48.5%</td>
<td>25.8%</td>
<td>25.8%</td>
</tr>
<tr>
<td></td>
<td>Reddit may use my work to promote the platform’s services.</td>
<td>39.0%</td>
<td>25.8%</td>
<td>35.3%</td>
</tr>
<tr>
<td>Perpetuity</td>
<td>Reddit may display my work indefinitely, even if I delete my account.</td>
<td>46.8%</td>
<td>28.8%</td>
<td>24.4%</td>
</tr>
<tr>
<td></td>
<td>Reddit may display my work until I delete my account.</td>
<td>53.9%</td>
<td>20.0%</td>
<td>26.1%</td>
</tr>
</tbody>
</table>

Our findings shown in Figure 9 suggest that most social media users are grossly unaware of the legal terms governing their UGC. For example, only 18% of respondents knew that Reddit could grant third parties a license to use their work, only 24.8% were aware that Reddit could modify their work or create new works based on their work, and only 27.8% knew that Reddit could commercialize their work for any purpose.\(^{175}\)

Figure 10 provides a wider overview by presenting the average term awareness of all respondents across our entire dataset. The picture portrayed by this figure is similar to the one presented by the Reddit sample in Figure 9. For example, only 20% of all respondents indicated they think social media

---

175. According to its ToS, Reddit can do all these things. However, Reddit has omitted the provision providing it an all-inclusive commercial-use license. Reddit, User Agreement, supra, note 4.
platforms can grant third parties a license to use their work, but the ToS of all platforms in our dataset at the time of the survey enabled platforms to do that.\textsuperscript{176} Similarly, 26\% and 23\% of respondents believed that social media platforms could not modify their work or create derivative works, respectively, but the ToS of most surveyed platforms allowed them to do both.\textsuperscript{177} Overall, our findings indicate that users are unlikely to read the ToS that govern their content. This aligns with the conventional wisdom that users rarely read ToS or digital contracts in general.\textsuperscript{178}

\textsuperscript{176} See supra Section III.B.2 (Figure 1).

\textsuperscript{177} Of all the surveyed platforms, four platforms (YouTube, Instagram, Reddit, and Vimeo) did not state they can modify their users’ work, and four (Instagram, Twitter, LinkedIn, and Vine) did not state they can create derivative works. See id.

\textsuperscript{178} See supra notes 87–91 and accompanying text.
Figure 10: Summary of Term Awareness Across Platforms (on Average)
The hypothesis that most users do not read the ToS is supported by data indicating which terms most users either did or did not know existed. These terms unsurprisingly correlated with the platform behavior most users experience in their daily engagement with the platform’s service. Of the respondents, for example, 57% knew that social media platforms could display their content at least as long as they retain an active account (something evident merely from seeing photos on Instagram). Similarly, 71% of respondents knew that platforms could unilaterally remove their content (something that many users experience, such as when YouTube videos are taken down for an alleged copyright violation).

Moving from awareness to understanding, Figure 11 shows a significant percentage of the survey respondents struggled to comprehend the meaning of “moral rights,” and some respondents even found the term “derivative works” challenging. For moral rights, most respondents’ answers (56%) were either wrong or indicated that the respondents “don’t know what ‘moral rights’ are.” Similarly, many respondents (32%) opted for incorrect answers when asked about derivative works, despite the question being multiple choice and worded so that even uninformed respondents could gather its meaning via context. These findings confirmed our initial concern that social media users

179. As expected, fewer respondents (33%) knew that their content could be presentable even after they deleted their social media account. Still, this number is surprisingly high, which suggests that users are growing to realize that once content is “shared” on social media, it is very difficult to “unshare.” See supra note 12.

180. Under the DMCA notice and take down regime, content sharing platforms are required to remove copyright-infringing content upon the copyright owner’s notice. 17 U.S.C § 512 (c)(1)(A)(1998). At the same time, however, technical solutions deployed by platforms—such as YouTube’s Content ID system, which allow certain copyright owners to identify potential violations of copyright-protected content uploaded to YouTube—support automatic removal of content. Such automatic removal mechanisms may raise policy concerns—for example, how to treat content that is fair use. This issue was discussed at length in Lenz v. Universal Music Corp., 572 F. Supp. 2d 1150, 1155 (N.D. Cal. 2008). In one of the later proceedings, the Ninth Circuit adopted a broad conception of fair use, explaining that “[f]air use is not just excused by the law, it is wholly authorized by the law.” Lenz v. Universal Music Corp., 815 F.3d 1145, 1151 (9th Cir. 2015). For a general discussion of the DMCA and the takedown regime, see Matthew Sag, Internet Safe Harbors and the Transformation of Copyright Law, 93 NOTRE DAME L. REV. 499 (2017) (explaining how the DMCA notice-and-takedown regime, coupled with the emergence of automatic mechanisms such as Content ID and private agreements, highlight the importance of substantive copyright in the context of online expression); see also Katrina Geddes, Meet Your New Overlords: How Digital Platforms Develop and Sustain Technofeudalism, 43 COLUM. J. L. & ARTS 455, 462 (2020); Elazari Bar On, supra note 25, at 613.

181. See infra Appendix B (Survey Section 8, question 1).

182. See infra Appendix B (Survey Section 8, question 2).
face legalese that many of them cannot and should not reasonably be expected to understand.

To sum up, in line with related studies on privacy, our findings confirm that social media users are unlikely to read and are struggling to understand the UGC licensing terms of the platforms’ service agreements. As such, these policies are non-salient; because users do not have awareness of the terms, they cannot affect users’ market decision-making.\(^{183}\) We explore the implication of a lack of UGC term salience in Part IV.

\(^{183}\) Note, however, that users might be aware of a term, but it still would not affect their market decision-making (it would be non-salient) due to other reasons—for instance, if no alternative terms are being offered in the market (“monopolistic” terms’ market). For further discussion see supra note 25.
Figure 11: Term Understanding ("Moral Rights" and "Derivative works")

When a platform mentions in its terms that "you waive your so-called moral rights" it means:

- I am not paid any royalties
- It can present my work without name
- I waive all the copyrights in my work
- It can change the meaning of my work and distort it in a manner which is disrespectful
- I don't know what "moral rights" are

When a platform mentions in its terms that "you grant the platform a license to prepare derivative work" it means that:

- I grant a perpetual (permanent) license to all the rights I have in my work.
- I allow the platform to copy and share my work.
- I allow the platform to place advertisement on my work without my consent.
- I allow the platform to create new versions of my work.
- None of the above
d) Expectations

Irrespective of the platforms’ ToS or users’ rights under current copyright law, our survey’s expectations segment allowed respondents to indicate their preferences about the ideal scope of a UGC license. These questions revealed what social media users view as the most important elements from their perspective. Interestingly, our findings indicate little correlation between respondents’ expectations and legal reality.

For example, Figure 12 shows that 50% of recipients indicated that, in their opinion, their work should be available only for as long as they “agree” and merely 3% specified that their work should be available indefinitely. The terms of nearly all the platforms in our dataset, however, specifically provide perpetual UGC licenses that would technically allow platforms to display and distribute users’ content indefinitely.184

Figure 12: Users’ Perceptions (Perpetuity)

As similarly indicated in Figure 13, among the survey recipients who accepted that social media platforms should be allowed to display and distribute user content at all, the greatest pool of respondents (31%) sought to limit usage to only the platform’s functional purpose (social communication).

184. Of all the surveyed platforms, two platforms (Instagram and LinkedIn) did not state they can license their users’ work perpetually. See supra Section III.B.2 (Figure 1).
Conversely, only 4% of respondents wished to grant platforms the discretion to display and distribute their content for commercial purposes, something that nearly all the platforms in our dataset specifically require.\footnote{See supra Section III.B.2 (Figure 1).}

Finally, as seen in Figure 14, only 5% of the survey’s recipients indicated that third parties (chosen by the platforms) should be allowed to display or distribute their work, something that all the platforms in our dataset require.\footnote{See supra Section III.B.2 (Figure 1).}
Overall, our findings in this Section paint a striking difference between respondents’ expectations and reality. Platforms could not fully adhere to respondents’ expectations without completely altering their business models. Still, platforms could very easily make some minor adjustments to UGC licensing policies to better meet respondents’ expectations without undermining their services. For example, platforms could disclaim the right to affirmatively display or distribute users’ content once users terminate their account. Platforms could also tailor the permissible commercial-use activity to only include promoting their service (as opposed to any imaginable

---

187. Most social media platforms are advertising companies; they must be able to show ads on their service to maintain this business model. See supra note 134.

188. LinkedIn, for example, did just that. Under its current terms, LinkedIn promises that the UGC will not appear on the platform after users have terminated their account unless: (1) for a short period that is technically necessary, or (2) other users have saved and reshared the content. See infra Appendix A. Most other platforms, however, do not specifically make such a disclaimer. Instagram ToS, for example, provide that even after users terminate their account, their “[m]aterials and data may persist and appear within the Service.” Instagram mentions the scenario in which “[c]ontent has been reshared by others,” as an example for why UGC might persist on their service perpetually, but they do not specifically disclaim other scenarios. See infra Appendix A.
commercial use). As discussed in Part IV, some of these minor adjustments are already underway.

c) Salience

As explained, salience is the degree to which term awareness manifests in real market behaviors. In our context, UGC policies would be salient to users if, when presented the terms and understanding the terms’ meanings, users would tailor their social media uploading behavior accordingly. To shed light on the question of salience, we charged respondents with two tasks. First, we asked respondents (most of whom were unaware of the platforms’ terms) whether and to what extent they would be willing to upload their content to platforms that include various content licensing conditions under their ToS.

Our findings (summarized in Figure 15) indicate that most social media users claim they would significantly change their upload behavior if they knew more about platforms’ UGC licensing policies. For example, the vast majority of respondents (79%) indicated they are unlikely (35%) or extremely unlikely (44%) to use a platform with terms that authorize third parties to distribute or modify their work—something that all the platforms in our dataset currently require. Similarly, most survey respondents (79%) indicated they are unlikely (36%) or extremely unlikely (43%) to use a platform that is allowed to modify their work—something that most platforms in our dataset currently require. Similar inclinations also appeared with respect to platforms’ ability to present content without attribution (43% said they are unlikely or extremely unlikely to use), to use and display content after users revoke their authorization (74% said they are unlikely or extremely unlikely to use), and to create derivative works (67% said they are unlikely or extremely unlikely to use).

189. Most platforms do include some limitation on their right to commercialize UGC. Reddit, at the time of the study, had the broadest licenses to commercialize UGC, but it too has since eliminated this broad language. See Reddit, supra note 4; infra note 283.
190. Id.; see also notes 234–238 and accompanying text.
191. See supra note 25.
192. See supra Section III.C.2.c.
193. These findings should be taken with a grain of salt, however. To fully apprise salience, future work is needed. See infra note 203 and accompanying text.
Figure 15: Terms’ Salience Inquiry
While these overwhelming trends do not change significantly after filtering our findings and classifying them based on users’ usage habits, minor changes appear at the margins. For example, “professional user-creators” (those who receive direct financial value from uploading content) were far less zealous than “amateur user-creators” (those who upload content solely for social interaction purposes) with respect to at least some of the investigated elements. Figure 16, for example, indicates that more professional users were “likely” and “extremely likely” to use platforms that commercialize their content (36%) or that do not enforce attribution (18%) compared to amateur users (15% and 7%, respectively). These findings do not necessarily mean professional user-creators care less about commercialization or attribution than amateur user-creators; they merely suggest that the former are willing to trade such rights for financial compensation.

194. *See infra* Section III.C.2.e).
Figure 16: Term Salience Inquiry (Professional vs. Amateurs)

How likely you are to use a platform that under its terms allow [sic] to use your work for any purpose, including commercial? purpose?
Figure 16: Term Salience Inquiry (Professional vs. Amateurs) (continued)

How likely you are to use a platform that under its terms allow [sic] to use your work for any purpose, including commercial? purpose?

Yes, promoting or marketing myself, my work or my business

- 23.60%
- 4.35%
- 14.91%
- 17.39%
- 39.75%

I use social platforms for social interaction only

- 24.69%
- 13.11%
- 2.09%
- 23.40%
- 36.51%

Legend:
- Extremely likely
- Likely
- Neither likely nor unlikely
- Unlikely
- Extremely unlikely
Figure 16: Term Salience Inquiry (Professional vs. Amateurs) (continued)

How likely you are to use a platform that under its terms allow [sic] to present your work without naming you as the creator?
In the second task designed to shed light on UGC policies’ salience to users, respondents ranked seven statements according to importance on a 1–7 scale (1 being most important to them and 7 being least important). This task provides a useful indication of the subjective value users attach to various legal elements relating to their uploaded content. The more value respondents
attach to a specific element, the more likely this element will become salient and drive user uploading behavior.195

Figure 17 presents each statement’s average rank, organized by their relative importance to respondents and classified by element (a full ranking distribution appears in Appendix D).

<table>
<thead>
<tr>
<th>Element</th>
<th>Statement</th>
<th>Average Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Other (attribution)</td>
<td>My work must be displayed/associated with my name.</td>
<td>2.82</td>
</tr>
<tr>
<td>Perpetuity</td>
<td>I am able to change or cancel the license (permission)</td>
<td>3.53</td>
</tr>
<tr>
<td></td>
<td>I give platforms to use my work if I change my mind.</td>
<td></td>
</tr>
<tr>
<td>Commercial</td>
<td>My work won’t be used for commercial purposes without my consent.</td>
<td>3.85</td>
</tr>
<tr>
<td>Third parties</td>
<td>The platform won’t be able to authorize other parties (nonusers) to use (display and distribute) my work without my consent.</td>
<td>3.87</td>
</tr>
<tr>
<td>Other (integrity)</td>
<td>The meaning of my work won’t be altered in a manner that is disrespectful without my consent.</td>
<td>4.04</td>
</tr>
<tr>
<td>Modification</td>
<td>My work won’t be significantly modified (unless technically required) without my consent.</td>
<td>4.07</td>
</tr>
<tr>
<td>Commercial</td>
<td>My work won’t be associated with ads.</td>
<td>5.81</td>
</tr>
</tbody>
</table>

As seen in Figure 17, most respondents ranked attribution as the single most important feature. Notably, none of the platforms in our dataset respect users’ right of attribution, possibly because U.S. copyright law does not provide social media users with such a right to begin with.196 Nevertheless, attribution’s heightened importance to user-creators (a fact that is also supported by other sources197) suggests that policymakers or the platforms themselves should consider helping users enforce this right. We consider this option further in Part IV.

As offered in the preceding Section, platforms could also address perpetuity and commercialization by introducing reasonable limits to their UGC licensing policies.198 The same can also be said of an unrestricted sublicensing requirement, something most platforms in our dataset require.199

195. See supra note 171.
196. See text accompanying supra note 7.
197. See supra note 164.
198. See supra note 188.
199. See supra Section III.B.2. (Figure 1).
Lastly, Figure 17 shows that most respondents consider platforms’ ability to associate their content with ads as the least important term. This finding is good for platforms that rely on advertising to generate revenue. Overall, this exercise indicates that, although users acknowledge platforms must maintain their business, they would prefer platforms to better safeguard their UGC interests.

3. Methodological Limitations

We acknowledge the limitations of a self-reported survey methodology. The first key issues with a survey instrument are potential non-response biases and the sample not representing the target population. To mitigate those concerns and to validate the study’s generalization ability, our survey was conducted among a relatively large sample size (~1000) of Mechanical Turk (“MTurk”) users. Our design included a single-screening criterion, which only screened out 67 (6.09%) respondents after reporting they did not upload any content to the applicable platforms. No other respondents or populations were excluded. Given the studied topic’s nature, we concluded that a web-based survey is most suitable to capture and represent the target population—a U.S. social media adult population. Executing our survey via MTurk further assured quality control because studies have found that MTurk produces data “at least as reliable as those obtained via traditional methods,” establishing a sample likely to be more diverse than those established by other methods.

The second pitfall concerns the reliability of self-reported data and possible response biases. Here, we specifically refer to the “value-action gap”—the gap between people’s attitudes or perceptions versus actual behavior. This limitation increases when assessing terms’ salience.

200. Particularly, a web-based survey might lead to specific biases resulting from underrepresentation of certain groups online. Some studies find lower presence of certain racial or ethical groups on online platforms, such as African Americans and Hispanic Americans, as well as age discrepancies because older population tends to use technology less. See, e.g., Gabriele Paolacci, Jesse Chandler & Panagiotis G. Ipeirotis, Running Experiments on Amazon Mechanical Turk, 5 JUDGMENT & DECISION MAKING 411 (2010). Moreover, there is no current data on what constitutes the global population of UGC-uploading social media users.


203. For an overview, see Icek Ajzen, Thomas C. Brown, & Franklin Carvajal, Explaining the Discrepancy Between Intentions and Actions: The case of Hypothetical Bias in Contingent Valuation, 30(9) PERS. SOC. PSYCHOL. BULL. 1108–21 (2004); see also Icek Ajzen, Nature and Operation of Attitudes, 52 ANNU. REV. PSYCHOL. 27–58 (2001). The ultimate way to overcome this difficulty
Acknowledging the advantages of observational studies, the dearth of research in this field, and the cost of collecting behavioral data online, we concluded that a survey is appropriate for collecting data for this study’s narrow purposes. Conducting an anonymous survey via a third party (MTurk) allowed us to avoid additional response biases because respondents were given minimal information about the study’s aims. We took conventional means to mitigate response biases, such as crafting questions using simple and natural language where applicable, randomizing the order of answers, using various answer types, and reversing scales where possible.

IV. POLICY IMPLICATIONS

Commenters disagree about whether and how much courts and legislators should interfere in the free market of contractual obligations and whether to is by measuring ones’ behavior rather than attitude. Thus, as a follow up study, we aim to conduct an experiment geared towards assessing users’ behavioral change upon exposure to terms. At the first stage of the experiment, we would solicit participants to upload their original creative content (photographs, videos, poetry, short stories, or articles, and the like) to a designated website as a contest for a prize. Upon uploading their content to the designated competition website, users would have the option to also upload their content to one of several social platforms. Then, users who expressed their desire to share their content on social platforms would see another screen providing them with simplified disclosures of key conditions in the ToS of the specific to platform they chose. This simplified disclosure would be based on the real terms of each platform, relevant at the time of the experiment. For example, these terms might include a commercial-use license to user content, the ability to sub-license the platforms’ authority to third parties, etc. Using this interface, we would examine if users actually change their behavior after they had been informed of a specific contractual term relating to their copyright in their content at the time they decide to “share” that content. The experiment ends once the user chooses whether or not to upload the content (in any event, content is not shared). We designed the experiment so that content is allegedly uploaded to actual, popular social media platforms. This allows us to avoid the difficulties involved with establishing a new social media network while analyzing real market terms (the actual terms incorporated by the platforms.) This two-phase upload interface is meant to avoid a situation where users are reluctant to share their content for reasons unrelated to the platforms’ ToS.

204. Nonetheless, in some instances it would be reasonable to assume that our findings somewhat inflate the level of understanding and knowledge among the sample, compared with actual knowledge among the target population. This is mostly due to the fact that our survey is composed of multiple-choice and scale questions rather than open-ended questions. We believe greater lack of knowledge would have been revealed through open-ended questions. For example, when questioning about the meaning of “derivative work,” approximately 70% of respondents knew the correct answer among the five options offered to then. See supra Section III.C.2.c). As stated, we believe that had it been an open-ended question, much less than 70% would have provided the correct definition.
outlaw boilerplate terms in form contracts. Traditional economic analyses have long established that, in a perfectly functioning market and with complete information, even adhesive contracts between buyers and sellers will always only contain terms that enhance consumers’ welfare. Professor Russell Korobkin emphasized, however, that buyers are boundedly rational rather than fully rational decision-makers (meaning they consider some product attributes and ignore others when making contracting decisions). It follows that the laissez-faire approach to boilerplate terms should be bounded as well. Specifically, policymakers should trust markets to generate socially desirable terms when buyers consider such terms in their contracting decisions (“salient” terms), but policymakers should be more suspicious of terms that buyers do not consider in their contracting decisions (“nonsalient” terms). Regarding the latter, markets will not compel sellers to generate terms that enhance

205. See generally RADIN, supra note 78; Slawson, supra note 76; Korobkin, supra note 25. As a practical manner courts usually view boilerplate terms in digital form contracts as enforceable, at least insofar users have a quality opportunity to read through the agreement. See Hancock v. AT&T Co., 701 F.3d 1248, 1256 (10th Cir. 2012) (“Courts evaluate whether a clickwrap agreement’s terms were clearly presented to the consumer, the consumer had an opportunity to read the agreement, and the consumer manifested an unambiguous acceptance of the terms.”); Serrano v. Cablevision Sys. Corp., 863 F. Supp. 2d 157, 164 (E.D.N.Y. 2012) (“In the context of agreements made over the internet, such “click-wrap” contracts are enforced under New York law as long as the consumer is given a sufficient opportunity to read the end-user license agreement, and assents thereto after being provided with an unambiguous method of accepting or declining the offer.”); Specht v. Netscape Commc’ns Corp., 306 F.3d 17, 32–35 (2d Cir. 2002) (“[W]here consumers are urged to download free software at the immediate click of a button, a reference to the existence of license terms on a submerged screen is not sufficient to place consumers on inquiry or constructive notice of those terms . . . . [R]easonably conspicuous notice of the existence of contract terms and unambiguous manifestation of assent to those terms by consumers are essential if electronic bargaining is to have integrity and credibility.”) (footnote omitted). Nevertheless, courts can find specific terms unenforceable, especially if they are uniquely unexpected or “surprising.” See, e.g., Bragg v. Linden Research, Inc., 487 F. Supp. 2d 593, 606 (E.D. Pa. 2007) (explaining that burying an arbitration provision in a lengthy paragraph under the heading “GENERAL PROVISIONS” caused surprise to the user and that the term thus satisfied the procedural element of unconscionability).


207. See Korobkin, supra note 25, at 1204–06.

208. The bounded rationality of buyers is a result of information overload and limitations of attention and cognition. Id.

209. Regulation of consumer-salient terms “may be less necessary and may lead to undesirable results, including a reduction in consumer choice.” Id.
consumers’ welfare, and additional regulatory or judiciary oversight might be needed to achieve this goal.210

Our findings indicate that users possibly do not read, hardly understand, and have unrealistic expectations regarding UGC licensing policies in platforms’ ToS. These findings signal that these policies are nonsalient to users, which may justify some regulatory oversight.211 We discuss this approach in Section IV.B. On the other hand, our data suggest that social media users care about UGC licensing policies and claim they would change their behavior if

210. In discussing the standards for consumer consent, the Restatement explains that the “concept of salience underlies the metrics regularly used to determine whether a contract term is unconscionable.” THE RESTATEMENT OF THE L. CONSUMER CONT., TENTATIVE DRAFT, at 94–95 (AM. LAW INST. 2019), https://www.ali.org/media/filer_public/05/30/053007a1-2b37-4142-b9c3-7a881e847d50/consumer_contracts_-_td_-_online.pdf. Thus, consumers’ consent is vitiated when they face a “lack of meaningful choice” (if a term was nonsalient because it did not “affect consumers’ contracting decisions”). Id. Consent may also be vitiated where a term constitutes an “unfair surprise,” is “hidden” or “unduly complex,” or results from “uneven bargaining power.” Id. These tests “are either synonymous with, or direct results of, nonsalience.” Id.; see also Elazari Bar On, supra note 25 (discussing the role of salience in the unconscionability doctrines).

211. As explained in supra note 25, nonsalient terms are not automatically inefficient, but they can be. A substantive inquiry should also take place to determine whether nonsalient terms are insufficient. Such an inquiry could suggest that nonsalient UGC terms are procedurally unconscionable because the market does not police those terms since they do not affect users’ decision-making. Arguably then, due to the non-substitutable value of social media platforms to consumers and parity between UGC terms across platforms, there is no competitive market for UGC terms. Rather, each platform operates as a monopolistic contractor. Nonsalient UGC terms, therefore, may undermine intellectual property policy (to incentivize market competition) and thus are substantially unconscionable as well. See Elazari Bar On, supra note 25. The unconscionability doctrine includes two components. The first component is procedural unconscionability, which pertains to inequality in bargaining power. Purportedly, when a standard form contract is offered on a “take it or leave it” basis, the contract is presumed to be procedurally unconscionable. Under the Restatement, a term that causes unfair surprise or that deprives the consumer of meaningful choice is procedurally unconscionable. This is determined by analyzing consumer awareness of terms in a market environment, establishing whether the term actually affects consumers’ contracting decisions, and asking whether the market disciplines the term’ quality since drafters are incentivized to provide better terms at the risk of losing consumers to the competition. Therefore, it would be harmful and redundant for courts to intervene via the unconscionability doctrine. This second component, substantive unconscionability, pertains to the question of whether the enforcement of the term would be “shocking to the conscience,” and addresses the onesidedness of a term that unreasonably undermines “the consumer’s benefit from the bargain.” Id. at 624–26.

On the relation between the nonsalient nature of terms and justification for judicial intervention, see THE RESTATEMENT OF THE L. CONSUMER CONT., TENTATIVE DRAFT, at 94–95 (AM. LAW INST. 2019), https://www.ali.org/media/filer_public/05/30/053007a1-2b37-4142-b9c3-7a881e847d50/consumer_contracts_-_td_-_online.pdf; see also Korobkin, supra note 25.
they had better information.\(^{212}\) Providing users with better information is relatively straightforward in the UGC licensing arena (unlike in the opaquer privacy arena). Thus, remedial approaches that are less radical than substantive regulation, such as improved disclosures or education campaigns, may sufficiently enhance UGC saliency and allow markets to self-regulate. We discuss this approach in the following section.

A. MARKETS AND SELF-REGULATION

Our data indicate that a substantial portion of social media users care about copyright policies and claim they would change their behavior with better knowledge of UGC policies.\(^{213}\) This suggests that mild market interventions—such as disclosures, education, and changing social norms—might suffice to increase term salience to users and pressure social media platforms to improve their UGC licensing practices. In fact, as was long suggested in law and economics literature, even a small minority of term-conscious social media users could suffice to discipline platforms against using unfavorable boilerplate terms.\(^{214}\)

Several studies on privacy have documented how changing norms and education increase privacy salience.\(^{215}\) One study has shown, for example, that

---

\(^{212}\) It is also possible that, similar to the “Privacy Paradox,” discussed in supra note 34–36 and accompanying text, users may act differently than what they report (the “UGC Paradox”). We recognize this limitation in our work and propose that similar experiments to this conducted in the area of privacy can be conducted in this realm as future work. See supra note 203 and accompanying text.

\(^{213}\) See Section III.C.2.c.

\(^{214}\) The “informed minority” body of literature explores this argument further. Under this view, a consumer minority who read the terms and conditions is sufficient to create a market force that requires suppliers to adjust themselves to the informed minority’s preferences. In this way, the market will create fair contracts without judicial interference. See Alan Schwartz & Louis Wilde, Intervening in Markets on the Basis of Imperfect Information: A Legal and Economic Analysis, 127 U. PA. L. REV. 630, 645 (1979). Since the supplier is not able to distinguish between this informed minority and the uninformed majority of consumers, it will offer all consumers identical terms.

\(^{215}\) Several studies on privacy have documented how changing norms and education increase privacy salience. One study has shown, for example, that
users with doctoral degrees possessed the greatest level of privacy concern, successively followed by those with vocational degrees, professional degrees, college education, and high school education. Other studies confirmed that users with the highest levels of education revealed the fewest optional data elements and that users with a cybersecurity educational background are even more reluctant to reveal their information. Similarly, studies have shown that changes in social norms over time, across cultures, or among age-groups impact privacy preferences. Unsurprisingly, following the heightened journalistic coverage and public scrutiny of privacy and cybersecurity issues after the foreign influence and Cambridge Analytics scandals, most platforms decided to reconfigure their privacy policies.

In the same way, academics and public advocates could motivate platforms to improve their UGC licensing policies by securitizing these issues. As Professor Margret Jane Radin recently offered, “NGOs can organize publicity

---


218. Andrea Devenow & Ivo Welch, Rational Herding in Financial Economics, 40(3) EUROPEAN ECONOMIC REVIEW 603 (1996) (investigating changes in norms over time); Tawfiq Alashoor, Mark Keil, Leigh Liu & Jeff Smith, How values shape concerns about privacy for self and others, in INTERNATIONAL CONFERENCE ON INFORMATION SYSTEMS (2015) (similar); Elena Daehnhardt, Nick K. Taylor, & Yanguo Jing, Usage and Consequences of Privacy Settings in Microblogs, in The 15th INTERNATIONAL CONFERENCE ON COMPUTER AND INFORMATION TECHNOLOGY 667–73 (2015) (reporting on a study of Twitter settings, finding that citizens from Japan were more private than those from Brazil or Spain); Susan B. Barnes, A privacy Paradox: Social Networking in the United States, 11(9) FIRST MONDAY (2006) (investigating privacy perceptions across age groups).

campaigns to make known to the public what some of the onerous terms in the fine print actually mean. They can take the lead in organizing a rating site that will advise consumers which firms are using reasonable terms and which are not . . . .”

A task force of lawyers, which the Children’s Commissioner for England convened in 2017, undertook a similarly spirited effort when they tried to simplify Instagram’s ToS to better inform users about their rights.

This endeavor attracted media coverage, which spurred users’ awareness.

Such efforts are becoming increasingly common, especially regarding privacy, cybersecurity, and false advertising.

---

220. See RADIN, supra note 78, at 243.
221. See Wang, supra note 97.
222. Id. (“[O]nce there is more transparency around how [Instagram’s] site works, we hope that will lead to some consumer pressure from the children and they will start demanding more.”).
224. For instance, in the advertising field, see OVERVIEW | MIDDLE SCHOOL CURRICULUM, https://www.foolproofmiddleschool.com (last visited Mar. 20, 2018) (“FoolProof” has developed curricula that are used in tens of thousands of schools with the design of teaching children the methods of deception and strategic persuasion. There is some evidence now that, to combat misinformation, teaching the persuasive techniques is more effective than the substance.”); TRUTH IN ADVERTISING, https://www.truthinadvertising.org (last visited June 28, 2018) (educating consumers about deceptive advertising practices such as stealth endorsements). In 2018, the digital marketing agency Mediakix created a false social media influencer persona to educate the public on the practices of unjust endorsements on Instagram. Katie Notopoulos, It’s Easy To Scam Your Way Into Free Hotel Stays By Pretending To Be An Instagram Star, BUZZFEED (June 25, 2018), https://
Furthermore, consumer pressure is likely even more effective in the UGC licensing policies context than in the privacy context. Unlike in the privacy arena, where the opaque nature of privacy harm pushes platforms to stretch their data-monetizing privileges to the fullest, the harms associated with monetizing UGC are far easier for consumers to grasp, which presumably may deter platforms from fully exploiting their overly broad licensing privileges. Thus, unlike in the privacy sphere, platforms have little to lose (and could potentially even benefit) from increased salience, which would invite them to compete for copyright savvy users.

In theory, public pressure from educated users might even motivate platforms to provide users with terms that are better than those the law currently provides. This is what happened in the digital advertising sphere following the foreign influence crisis of 2016. Once threats of digital propaganda, fake news, and other forms of voter manipulation intensified, the public’s favorable opinion of social media platforms radically shifted. Facing
a reputational meltdown, platforms began adopting self-regulatory measures that far exceeded what the law mandated at that time. For example, leading platforms began censoring political content and imposing mandatory disclosure requirements on advertisers even without being compelled to by law.

In a similar vein, public pressure coming from UGC-educated users might push social media platforms to provide stronger copyright protection for user content. For example, our survey’s findings indicate that social media users care most about having a right of attribution in their UGC. The attribution right is recognized in many foreign jurisdictions but not in the United States for UGC. Nevertheless, with sufficient public pressure, social media platforms might be motivated to develop new technological measures that will safeguard user attribution in attempt to remain attractive.

Some platforms already show efforts to scale down their grossly overbroad licensing policies. Consider LinkedIn as a test case. Until June 2017, LinkedIn’s UGC licensing terms were among the worst in the industry. LinkedIn’s previous terms mandated that “[LinkedIn retains the right] to copy, prepare derivative works of, improve, distribute, publish, remove, retain, add, process, analyze, use and commercialize, in any way now known or in the future discovered . . . without any further consent, notice and/or compensation.” Cynically enough, LinkedIn’s old terms plainly stated to their users that “[a]ny information you submit to us is at your own risk of loss.”

---

229. See supra note 219.


231. See supra note 164.

232. See supra note 7.

233. One such solution can rely on existing technical systems geared to automatically identify the owner of the copyright in content sharing platforms such as Content ID. See supra note 180; see also Elazari Bar On, supra note 25, at 612–14; Bamberger, Egelman, Han, Elazari Bar On & Reyes, supra note 36, at 140 (proposing a technical solution to empower users’ rights with respect to boilerplate terms).

234. LinkedIn Old Agreement, supra note 4. LinkedIn changed these ToS in June 7, 2017.

235. LinkedIn Old Agreement, supra note 4.
In June 2017, however, LinkedIn voluntarily backed away from these overbroad contractual provisions to become the poster child for excellence in drafting a balanced ToS agreement that respects users’ rights. LinkedIn’s updated ToS has several compelling features in them. First, LinkedIn adopted language that substantially narrows its UGC licensing policy. In its revised terms, for example, LinkedIn provides:

[LinkedIn] will not include your content in advertisements for the products and services of third parties to others without your separate consent (including sponsored content) . . . and [w]hile [LinkedIn] may edit and make formatting changes to your content (such as translating it, modifying the size, layout or file type or removing metadata), [they] will not modify the meaning of your expression.

Second, similarly to Tumblr and Pinterest, LinkedIn provided its users with a short and simplified version of its terms. Third, and most appealingly, LinkedIn created an animated instructional video that clearly and briefly communicates to users the gist of the platform’s UGC licensing policy. LinkedIn’s ToS transformation may indicate that social media platforms are already facing public pressure to improve ToS agreements.

B. SUBSTANTIVE REGULATION

Some put faith in enhanced disclosure and education, while others are less optimistic. For instance, a substantial body of literature cautions that social media platforms are becoming so prominent in the digital economy that consumer pressure alone cannot police platforms’ behavior. Even if users

---


237. LinkedIn Jan. 2020 Agreement, supra note 234. LinkedIn is not alone in this. Tumblr’s ToS, for example, provide that, “[t]he rights you grant in this license are for the limited purposes of allowing Tumblr to operate the Services in accordance with their functionality, improve the Services, and develop new Services. The reference in this license to ‘creating derivative works’ is not intended to give Tumblr a right to make substantive editorial changes or derivations.” Tumblr, Tumblr Terms of Service https://www.tumblr.com/policy/en/terms-of-service (last visited Feb. 26, 2020).

238. LinkedIn, User Agreement, Who owns your content? You do, supra note 236.

239. See, e.g, TIM WU, THE CURSE OF BIGNESS: ANTITRUST IN THE NEW GILDED AGE (2018); Stucke, supra note 133, at 289 (“[N]otice-and-consent regime is meaningless when bargaining power is so unequal that users do not have a viable alternative option.”); Sabeel K. Rahman, Regulating Informational Infrastructure: Internet Platforms as the New Public Utilities, 2 GEO. L. TECH. REV. 234, 240 (2018) (emphasis added) (noting that in the modern-day internet economy, “technology companies often rely on murky and opaque terms of service that include various unreasonable provisions, particularly those that allow for arbitrary cutoffs or
care about UGC policies, such terms may not become salient because users are a captive audience—they cannot decide to not participate in the platforms’ services.240 Drawing on this concern, commenters in the privacy arena have urged substantial regulatory oversight to improve terms’ quality.241 Our findings suggest that comparable regulatory oversight may also be needed for UGC terms—specifically, a regulatory regime focusing on making copyright terms more salient to users. This would protect users and promote the policies underlying the intellectual property laws governing those terms.242

Indeed, abusive contractual provisions are uniquely concerning in the UGC arena given the constitutional gravity and broad social implications of copyright policies.243 Copyright, under the predominant utilitarian approach in the United States, is vested in creators to incentivize creativity and to benefit
all of society. Overbroad assignment of copyrights in boilerplate UGC licenses without meaningful user consent and on a massive scale might undermine users’ protected property rights and impair the incentives for users (and other parties) to engage in future creation, thereby frustrating the utilitarian goals of copyright law. In this case, since the adherent, agreeing to the licensing terms, is the creator of the work and the original copyright owner (an adherent-creator), the terms’ nonsalient nature exacerbates the problem from an intellectual property perspective.

244. See, e.g., Robert D. Cooter & Uri Y. Hacohen, Progress in the Useful Arts: Foundations of Patent Law in Growth Economics, 22 YALE J. L & TECH. 191, 194 n. 10 (2020), https://yjolt.org/progress-useful-arts-foundations-patent-law-growth-economics (last visited Oct 12, 2020) (citing sources supporting the notion that intellectual property rights are founded on a utilitarian philosophy); see also Christopher Buccafusco & Jonathan Masur, Intellectual Property Law and the Promotion of Welfare, COASE-SANDOR WORKING PAPER SERIES IN LAW AND ECONOMICS, No. 790 (2017). This is, of course, not the only philosophical approach to copyright. For a comprehensive discussion on the manner in which boilerplate terms might undermine copyright policies under various conceptions of copyright (such as Lockean, personhood, dialogical, and utilitarian), see Elazari Bar On, supra note 25, at 670–73; see also Elkin-Koren, supra note 242.

245. Courts have long addressed in their analysis of boilerplate terms the potential implications for public policy interests, not just under the predominate “public policy exception” doctrine and unconscionability standard-form contract law analysis, see Elazari Bar On, supra note 25, but in other contexts too, such as legal preemption analysis. Id. at 619. As one court stated with respect to the enforceability of statutory waivers, “parties may waive statutory rights granted solely for the benefit of individuals, but rights enacted for the benefit of the public may not be waived.” Loop, LLC v. Loop 101, LLC, 236 Ariz. 410, 412 (citations and internal quotations omitted); see also DeBerard Properties, Ltd. v. Lim, 20 Cal. 4th 659, 668–69 (June 3, 1999) (citations and internal quotations omitted) (“[A] party may waive a statutory provision if a statute does not prohibit doing so, the statute’s public benefit is merely incidental to its primary purpose and waiver does not seriously compromise any public purpose that the statute was intended to serve.”).

246. See Elazari Bar On, supra note 25, at 591 (explaining the distinction between adherent-creators and adherent-users in the context of judicial intervention in IP-related boilerplate terms, and the distinction’s normative relevance in the context of IP rights assignment in boilerplate). As Elazari explains, adherent-creator contracts are IP boilerplate contracts in which the adherent—the one who does not read the fine print and lacks bargaining power—is the original owner of the IP rights. The drafter owns nothing, yet seeks to assign or regulate the rights of the adherent in his creations. Id. Elazari further explains that adherent-creator contracts have received less attention in IP scholarship than EULAs, in which the drafter owns the IP. Id. at 584. In contrast, adherent-user contracts are IP boilerplate in which the offeror is both the creator of the IP in the work or innovation and the drafter of the contract, thereby enjoying supremacy in information and bargaining power, while the adherent is the user of the work. Id. at 591. As Elazari explains, the rise of UGC and resulting expansion of “adherent-generated content” mandates theoretical adaptions from both an IP and standard form contract perspective. Id. at 585. These adaptions are needed to address the adherent-creator versus adherent-user distinction and the rise of adherent-creator contracts. Id. at 586. She proposes that since these types of contracts create different externalities from an IP public
Regulators can achieve substantive oversight either ex ante, through legislation, or ex post, through litigation.247 In the privacy sphere, new ambitious legislative initiatives—notably the GDPR—attempt to address nonsalience concerns by requiring companies to provide sufficient information about privacy policies to ensure that users’ consent to data sharing is meaningful.248 Similar legislation could address concerns of nonsalience in the UGC licensing sphere.

A lesson may be taken from the recently enacted Consumer Review Fairness Act of 2016 (CRF).249 This CRF Act was enacted to deter sellers from engaging in the nefarious yet increasingly popular trend of including boilerplate provisions in contracts accompanying the sale of products and services. These provisions require consumers to surrender their copyrights in future reviews of products or services.250 With their consumer-assigned copyrights, sellers could threaten legal actions to prevent consumers from publishing negative reviews criticizing their products or services.251 The CRF Act specifically outlaws such practices by voiding “anti-review” and “non-disparagement”
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terms.252 Similar legislation could target overbroad copyright assignments in UGC.253

Legislation could at least compel platforms to provide more meaningful notice to users about UGC policies.254 Several studies in the privacy arena, for example, documented that contextualized disclosure policies improve term salience.255 In a recent study, for example, one author (Elazari) and Professors


254. Cf. Hacohen & Menell, supra note 47 (discussing the need to disclosure legislation to improve transparency in the realm of influencer marketing).

255. Many studies, for example, have shown that the disclosure’s type, context, and timing all change consumers’ perception of privacy. See, e.g., John, Acquisti, & Loewenstein, supra note 215, at 858–59 (2011) (presenting four studies supporting the proposition that privacy preference changes in different disclosure contexts—for example if the website looked professional versus unprofessional, thereby elevating disclosure risk); Hazim Almuhimedi et al., Your Location Has Been Shared 5,398 Times! A Field Study on Mobile App Privacy Nudging, 6 PROCS. 33RD ANN. ACM. CONF. ON HUM. FACTORS IN COMPUTING SYSYS. 787 (2015) (providing real-time information about how lax app data sharing practices prompted over half of studied users to change permissions); see also Rebecca Balebako, et al., The Impact of Timing on the Salience of Smartphone App Privacy Notices, PROCS 5TH. ANN. ACM. CCS WORKSHOP ON SECURITY & PRIVACY IN SMARTPHONES & MOBILE DEVICES 63 (2015) (showing that in-app dialogs increase salience more than those shown before an app’s installation); Idris Adjird, et al., Weights of Privacy: Framing, Disclosures, and the Limits of Transparency, PROCS. NINTH SYMP. ON USABLE PRIVACY & SECURITY 2 (2013) (showing that even a 15-second delay between data use disclosures and the relevant decision can generate measurable differences in privacy-protective behavior). For more discussion about term complexity and the value of simplified disclosures in the privacy arena see Janice Y Tsai, Lorrie Cranor, Serge Egelman & Alessandro Acquisti, The Effect of Online Privacy Information on Purchasing Behavior: An Experimental Study, 22(2) INFO. SYSTEMS RESEARCH 254 (2011) (showing that understanding privacy information changes users’ decisions about website use); Ewa Luguer, Stuart Moran, & Tom Rodden, Consent for All: Revealing the Hidden Complexity of Terms and Conditions, 2013 PROCEEDINGS OF THE SIGCHI CONFERENCE ON HUMAN FACTORS IN COMPUTING SYSTEMS 2687 (advocating for term simplicity); Jialiu Lin, Shahriyar Amini, Jason I. Hong, Norman Sadeh, Janne Lindqvist & Joy Zhang, Expectation and Purpose: Understanding Users’ Mental Models of Mobile App Privacy through Crowdsourcing, 2012 PROCEEDINGS OF THE ACM INTERNATIONAL CONFERENCE ON PERSUSIVE & UBQUITOUS COMPUTING 501 (highlight the value of educating users about the purpose of privacy terms); Matthew Kay & Michael Terry, Textured Agreements: Re-envisioning Electronic Consent, 2010 PROCEEDINGS OF THE SIXTH SYMPOSIUM ON
Kenneth Bamberger, Serge Egelman, Catherine Han, and Irwin Reyes showed that, before being primed to consider privacy, only 1% of their study’s respondents mentioned privacy as something they would expect to differ in paid and free versions of an app. When asked directly about the issue, however, over half of the respondents believed there would be a difference. In light of these and comparable findings, legislators should compel social media platforms to improve their default disclosure designs. For example, platforms could be compelled to provide users with simplified disclosures of UGC licensing policies right before users upload content.

Even without designated legislative solutions, established contract and unfair competition law could be configured to address users’ unmeaningful consent. For example, the Federal Trade Commission (FTC), in pursuit of its broad statutory authority under Section 5 of the FTC Act, could scrutinize and outlaw overbroad copyright boilerplate assignments by deeming them “unfair or deceptive.” In the privacy context, Professors Daniel Solove and Woodrow Hartzog have suggested that the FTC should expand its enforcement agenda from targeting only explicit contractual violations to targeting a broader range of behaviors that have a deceptive impact, accounting
for users’ real-world conceptions and expectations. Our findings suggest that existing UGC licensing policies have such a deceptive impact because most users are broadly ignorant and falsely optimistic with respect to them. This alone may justify oversight by the FTC.

Alternatively, state law doctrines—notably the contractual doctrine of unconscionability—could be adjusted to curtail abusive copyright licensing practices. The doctrine of unconscionability empowers courts to void abusive terms in form contracts that are “shock[ing] to the conscience” or unreasonably undermine “the consumer’s benefit from the bargain.” Despite its potential to deter platforms from including overbroad copyright assignments in their ToS, however, the unconscionability doctrine has yet to be interpreted by the courts to sufficiently assume such a deterring function.

---


261. See Elazari Bar On, supra note 25 (urging the application of unconscionability doctrine to boilerplate terms in technology transactions in light of RESTATEMENT OF THE L. CONSUMER CONTS., § 5 notes at 94–95 (Am. L. Inst., Tentative Draft 2019), https://www.ali.org/media/filer_public/05/30/053007a1-2b37-4142-b9c3-7a881e847d50/consumer_contracts_-_td_-_online.pdf, which addresses the one-sidedness of a term that unreasonably undermines “the consumer’s benefit from the bargain”). There are also federal-law policies such as preemption or copyright misuse that can be invoked to strike down a contractual term, but these are less relevant to our context. For an overview see Mark A. Lemley, Beyond Preemption: The Law and Policy of Intellectual Property Licensing, 87 CALIF. L. REV. 111, 157–58 (1999).

262. Bragg v. Linden Research, Inc., 487 F. Supp. 2d 593, 605–06 (E.D. Pa. 2007) (“A contract or clause is procedurally unconscionable if it is a contract of adhesion. A contract of adhesion, in turn, is a ‘standardized contract, which, imposed and drafted by the party of superior bargaining strength, relateges to the subscribing party only the opportunity to adhere to the contract or reject it.’ “) (citing Comb v. PayPal, Inc., 218 F. Supp. 2d 1165, 1172 (N.D. Cal. 2002)). However, as noted, courts have invoked a higher standard for procedural unconscionability, requiring “oppression” or an “unfair surprise.” Elazari Bar On, supra note 25, at 624–25; THE RESTATEMENT OF THE L. CONSUMER CONT., TENTATIVE DRAFT, at 94–95 (Am. Law Inst. 2019), https://www.ali.org/media/filer_public/05/30/053007a1-2b37-4142-b9c3-7a881e847d50/consumer_contracts_-_td_-_online.pdf

263. Id. at 77.

264. See Hila Keren, Guilt-Free Markets? Unconscionability, Conscience, and Emotions, 16 B.Y.U. L. REV. 427 444–49 (2016) (summarizing the “Anti-Conscience Approach” and the “free-market attacks” on the unconscionability doctrine following the Williams v. Walker decision in 1965). Keren focuses on two main arguments presented by law and economics jurists. First, courts should not intervene in market behaviors as long as both parties agreed to the contract,
When faced with the issue in *Song Fi v. Google*, the District Court of the District of Columbia refused to invoke unconscionability for social media platforms’ ToS.265 To bolster its decision to dismiss plaintiffs’ claim that YouTube’s ToS are unconscionable, the court emphasized that by “[h]aving taken advantage of YouTube’s free services, [the] Plaintiffs cannot complain that the terms allowing them to do so are unenforceable.”266 This statement is perplexing at best. If anything, because platforms provide free services, their incentive to monetize users’ content (or data) by making their terms nonsalient, only increases.267

As one of the authors suggested elsewhere, courts should consider empowering the unconscionability doctrine to meet the challenges of intellectual property boilerplates in the digital age (even beyond the realm of platforms’ ToS). Courts could do this under the substantive unconscionability prong while considering term salience under the procedural unconscionability prong.268 For example, courts could find boilerplate provisions that undermine statutory copyrights (such as the right to create derivative works) to become prima facie unconscionable—thereby shifting the burden to prove otherwise regardless of the exploitation of the offeree or notions of fairness or justice. Absent market failure, no legal intervention is required. Second, that consumers will actually be worse-off if contractual terms would be voided, since drafters will only draft stricter terms and raise the contract price. As Keren noted, behavioral law and economics literature exposed the market failures embedded in the bounded rationality of consumers thereby supporting a more active use of unconscionability. Id. see also Korobkin, supra note 25; Lemley, *Beyond Preemption*, supra note 261, at 163 (noting that “even though Article 2B [of the U.C.C.] provides that substantively unconscionable contract terms will not be enforced, our experience with Article 2 cases makes it clear that courts rarely invoke the unconscionability doctrine to strike terms. The same will undoubtedly continue to be true in Article 2B cases.”).


266. *Id.* at 64 (emphasis added). The court reached similar results in *Darnaa, LLC v. Google, Inc.*, 2015 U.S. Dist. LEXIS 161791 (N.D. Cal. Dec. 2, 2015). In *Darnaa*, the plaintiff argued that several provisions of YouTube’s ToS, including, *inter alia*, the terms that allow YouTube broad discretion over content removal, were unconscionable. The court found that YouTube’s ToS “involve[d] only a marginal degree of procedural unconscionability,” and are not so “one-sided as to be substantively unconscionable.” *Id.* at 8. Moreover, the court emphasized, in the framework of its unconscionability analysis, that “[b]ecause YouTube offers its hosting services at no charge, it is reasonable for YouTube to retain broad discretion over those services.” *Id.*

267. Indeed, as the rich literature in the privacy arena has long-established, the nonsaliently of privacy related terms has provided fertile ground for platforms to draft overbroad terms that enable them to extract users’ data far beyond what is needed to maintain their services. *See* Chris Jay Hoofnagle & Jan Whittington, *Free: Accounting for the Costs of the Internet’s Most Popular Price*, 61 UCLA L. Rev. 606 (2014); *see also* the review in Bamberger, Egelman, Han, Elazari Bar On, & Reyes *supra* note 36, at 356–57.

to the drafter.269 Alternatively, courts could invigorate the unconscionability doctrine by expanding the doctrine’s remedies (for example, by introducing restitution), providing for fee-shifting, or reframing the doctrine from a defense to a cause of action.270 Proposals like these are not foreign to intellectual property policy. Courts, for example, have used fee-shifting to combat copyright and patent misuses for decades.271

Finally, databases and technological enforcement can be used to monitor and police the quality of UGC terms in platforms’ ToS. Platforms already use technological tools to enforce adhesive terms in form contracts (e.g., YouTube Content ID automatically enforces the platform’s authority to remove allegedly violating content), so little prevents regulators from employing similar tools. For example, a government agency (such as the FTC) could create a publicly available database of boilerplate terms classified by how much such terms undermine copyright policy.272 At least, such a database would draw attention from consumer advocacy groups and users, which would increase

269. Id.

270. See Hazel Glenn Beh, Contract Law Present and Future: A Symposium to Honor Professor Charles L. Knapp on Fifty Years of Teaching Law: Curing the Infirmities of the Unconscionability Doctrine, 66 HASTINGS L.J. 1011, 1022–45 (2014). Professor Margaret Radin also considered a potential tort-based solution to which she called “tort of intentional deprivation of basic legal rights.” See Radin, supra note 78, at 140.


term salience. Such a database could also be used to train machine-learning algorithms to highlight and flag suspected terms for review by consumers, regulators, and lawyers.

V. CONCLUSION

In the digital age, social media platforms have become the primary venues for communicating, creating, interacting, sharing content, and engaging in cultural dialogue. When users join social media platforms and agree to the platforms’ ToS, they also agree to license their copyrights to their uploaded creative content. In this study, we documented that the most popular social media platforms employ boilerplate copyright-licensing provisions that are grossly overbroad, unnecessary for the platforms’ service operation, and detrimental to users’ rights and copyright policy. We put forward the largest and most comprehensive empirical study to date, surveying 1,033 social media users geared to evaluate users’ awareness, perceptions, and expectations and—most importantly—term salience (the effect on market decision-making) of these boilerplate copyright-licensing terms. Our findings indicate that a

273. Cf. Liran Michael, Getting to the Trough but not Drinking the Water: The Failure of the Standard Contracts Law and Proposals For Change, 5 HUKIM (LAWS) 59, 91–93 (2013) (In Hebrew) (The title is a paraphrase on an old Hebrew dictum, “You can get the horses to the trough, you cannot force them to drink the water.” In other words, although the law has robust provisions, it does not guarantee consumers will actually make use of such provisions). Michael argues that Israel should adopt the publication of “Guidance” on potentially unconscionable terms that have been subject to previous litigations, similar to the approach taken in the U.K., see supra note 223, and a simplified disclosure model where drafters who adopt a term which is “grey listed” will need to separately disclose it in the boilerplate in a meaningful, salient way.

274. Machine learning is being used to spot other abusive bot-initiated behavior such as the spread of fake news or fake endorsements. For example, U.C. Berkeley’s student-developed tool, SurfSafe: “a machine learning tool that helps people identify when an online photo has been doctored or is fake news.” Berkeley Engineering, Fighting Fake News (Nov. 14, 2018), https://engineering.berkeley.edu/magazine/fall-2018/fighting-fake-news; see also Josh Constine, Instagram kills off fake followers, threatens accounts that keep using apps to get them, TECHCRUNCH (Nov. 19, 2018), https://techcrunch.com/2018/11/19/instagram-fake-followers/ (noting Instagram states they “built machine learning tools to help identify accounts that use [third-party apps for boosting followers] and removing the inauthentic activity”). For an overview of a tool supporting machine learning analysis of privacy policies see Andy Greenberg, An AI That Reads Privacy Policies So That You Don’t Have To, WIRED (Feb. 9, 2018), https://www.wired.com/story/polisis-ai-reads-privacy-policies-so-you-dont-have-to/ (Polisis, https://pribot.org/”). For a tool allowing users to search a name of a mobile app and learn about its actual information collection practice see APPCENSUS, https://appcensus.mobi/ (reviewed in Irwin Reyes, Primal Wijesekera, Joel Reardon, Amit Elazari Bar On, Abbas Razaghpanah, Narseo Vallina-Rodriguez & Serge Egelman, Won’t Somebody Think of the Children?” Examining COPPA Compliance at Scale, 2018 PROCEEDINGS ON PRIVACY ENHANCING TECHS. 63 (developed by one of the author’s co-authors on this cited research).
substantial portion of users who share their copyrighted content on social media do not understand and have unrealistic expectations about their rights to their content and the rights they give away. Simultaneously, a substantial portion of users appears to care about their copyrights and assert that they would have changed their social media behavior if they had understood the boilerplate terms. After analyzing our study’s findings, we proposed various insights for law and policy—ranging from soft remedial solutions to substantial regulatory oversight.

APPENDIX

A. COMPLETE TEXTUAL ANALYSIS OF PLATFORMS’ UGC TERMS

<table>
<thead>
<tr>
<th>Platform</th>
<th>Terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Twitter275</td>
<td>Perpetuity/ Termination</td>
</tr>
<tr>
<td></td>
<td>3rd parties</td>
</tr>
<tr>
<td></td>
<td>Modification</td>
</tr>
<tr>
<td></td>
<td>Derivative works</td>
</tr>
<tr>
<td></td>
<td>Immediate removal</td>
</tr>
</tbody>
</table>

---

<table>
<thead>
<tr>
<th>Platform</th>
<th>Terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Commercial</td>
<td>this license includes the right for Twitter to provide, promote, and improve the Services and [same for 3rd parties]</td>
</tr>
<tr>
<td>Ideas</td>
<td>Any feedback, comments, or suggestions you may provide regarding Twitter, or the Services is entirely voluntary and we will be free to use [it] as we see fit and without any obligation to you.</td>
</tr>
<tr>
<td>Moral rights</td>
<td>-</td>
</tr>
<tr>
<td>Publicity</td>
<td>-</td>
</tr>
<tr>
<td>rights</td>
<td>-</td>
</tr>
<tr>
<td>Pinterest</td>
<td>Upon termination, you continue to be bound by Sections 2 [license] and 6–12 of these Terms. Nothing in these Terms shall restrict other legal rights Pinterest may have to User Content, for example under other licenses. Following termination or deactivation of your account, or if you remove any User Content from Pinterest, we may retain your User Content for a commercially reasonable period of time for backup, archival, or audit purposes. Furthermore, Pinterest and its users may retain and continue to use, store, display, reproduce, re-pin, modify, create derivative works, perform, and distribute any of your User Content that other users have stored or shared through Pinterest. You grant Pinterest and our users a non-exclusive, royalty-free, transferable, sublicensable, worldwide license to use, store, display, reproduce, save, modify . . . perform, and distribute . . . solely for the purposes of operating, developing, providing, and using the Pinterest Products. We reserve the right to remove or modify User Content for any reason, including User Content that we believe violates these Terms or our policies.</td>
</tr>
<tr>
<td>Platform</td>
<td>Terms</td>
</tr>
<tr>
<td>------------------</td>
<td>----------------------------------------------------------------------</td>
</tr>
<tr>
<td>Derivative works</td>
<td>create derivative works . . . solely for the purposes of operating, developing, providing, and using the Pinterest Products. Following termination or deactivation of your account, [Pinterest may] continue to . . . create derivative works . . . of your User Content that other users have stored or shared through Pinterest.</td>
</tr>
<tr>
<td>Immediate removal</td>
<td>Pinterest may terminate or suspend this license at any time, with or without cause or notice to you.</td>
</tr>
<tr>
<td>Commercial</td>
<td>-</td>
</tr>
<tr>
<td>Ideas</td>
<td>If you choose to submit comments, ideas or feedback, you agree that we are free to use them without any restriction or compensation to you.</td>
</tr>
<tr>
<td>Moral rights</td>
<td>-</td>
</tr>
<tr>
<td>Publicity rights</td>
<td>-</td>
</tr>
</tbody>
</table>

Vine277
Perpetuity/Termination

the Terms shall terminate, including, without limitation, your license to use the Services, except that the following sections shall continue to apply: 4, 5, 7, 8, 10, 11, and 12.

3rd parties
You agree that this license includes the right for Vine . . . to make Content . . . available to other companies, organizations or individuals who partner with Vine for the syndication, broadcast, distribution or publication of such Content on other media and services, subject to our terms and conditions for such Content use. Such additional uses . . . may be made with no compensation paid to you.

Modification
use, copy, reproduce, process, adapt, modify, publish, transmit, display and distribute such Content in any and all media or distribution methods (now known or later developed).

Derivative works
- |

Immediate removal
We also retain the right to create limits on use and storage at our sole discretion at any time without prior notice to you.

---

<table>
<thead>
<tr>
<th>Platform</th>
<th>Terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Commercial</td>
<td>You agree that Vine and its parent, third party providers and partners may place such advertising on the Services or in connection with the display of Content or information from the Services whether submitted by you or others. You agree that this license includes the right for Vine to provide, promote, and improve the Services.</td>
</tr>
<tr>
<td>Ideas</td>
<td>-</td>
</tr>
<tr>
<td>Moral rights</td>
<td>-</td>
</tr>
<tr>
<td>Publicity rights</td>
<td>-</td>
</tr>
<tr>
<td>Perpetuity/Termination</td>
<td>Regardless of who terminates these Terms, both you and Snap Inc. continue to be bound by Sections 3 [Rights You Grant Us], 6, 9, 10, and 13–22 of the Terms. [For Live, Local, and any other crowd-sourced Services] you also grant us a perpetual license</td>
</tr>
<tr>
<td>3rd parties</td>
<td>[For Services other than Live, Local, or crowd-sourced] you grant... a worldwide, royalty-free, sublicensable, and transferable [For Live, Local, and any other crowd-sourced Services] you also grant Snap Inc., our affiliates, and our business partners the unrestricted, worldwide, perpetual right and license to [publicity rights]</td>
</tr>
</tbody>
</table>

278. Snap Inc., Snap Inc. Terms of Service, (effective Jan. 10, 2017), https://web.archive.org/web/20210101071802/, https://snap.com/en-US/terms). If you live in the United States, Snap’s terms of service effective October 30, 2019 state the following: With respect to your use of Bitmoji, you grant Snap Inc., our affiliates, and our business partners a worldwide, perpetual, royalty-free, sublicensable, and transferable license to host, store, use, display, reproduce, modify, adapt, edit, publish, distribute, promote, exhibit, broadcast, syndicate, publicly perform, and distribute (a) any actual or simulated likeness, image, voice, name, poses, or other personal characteristics (collectively, your “Likeness”) embodied in a Bitmoji Avatar or the Bitmoji Services, and (b) any materials you create using the Bitmoji Services, as well as the right to create and use derivative works from those materials, in any and all media or distribution methods (now known or later developed). This license is for the limited purpose of operating, developing, providing, promoting, and improving the Services and researching and developing new ones. This means, among other things, that you will not be entitled to any compensation from Snap Inc., our affiliates, or our business partners if your name, likeness, or voice is conveyed through or in connection with Bitmoji, either on the Bitmoji application or on one of our business partner’s platforms. Snap Inc., Terms of Service, (effective Oct. 30, 2019), https://www.snap.com/en-US/terms.
<table>
<thead>
<tr>
<th>Platform</th>
<th>Terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modification</td>
<td>[For Services other than Live, Local, or crowd-sourced] license to host, store, use, display, reproduce, modify, adapt, edit, publish, and distribute that content.</td>
</tr>
<tr>
<td>Derivative works</td>
<td>[For Live, Local, and any other crowd-sourced Services] license to create derivative works</td>
</tr>
<tr>
<td>Immediate removal</td>
<td>[W]e may access, review, screen, and delete your content at any time and for any reason, including . . . if we think your content violates these Terms.</td>
</tr>
<tr>
<td>Commercial</td>
<td>advertising may sometimes appear near your content</td>
</tr>
<tr>
<td></td>
<td>[For Services other than Live, Local, or crowd-sourced] This license is for the limited purpose of operating, developing, providing, promoting, and improving the Services and researching and developing new ones.</td>
</tr>
<tr>
<td></td>
<td>[for Live, Local, and any other crowd-sourced Services] promote, exhibit, broadcast, syndicate, sublicense, publicly perform, and publicly display [content] in any form and in any and all media or distribution methods (now known or later developed).</td>
</tr>
<tr>
<td>Ideas</td>
<td>If you volunteer feedback or suggestions, just know that we can use your ideas without compensating you.</td>
</tr>
<tr>
<td>Moral rights</td>
<td>-</td>
</tr>
<tr>
<td>Publicity rights</td>
<td>[for Live, Local, and any other crowd-sourced Services] right and license to use your name, likeness, and voice. This means, among other things, that you will not be entitled to any compensation [from Snapchat or third parties].</td>
</tr>
<tr>
<td>Perpetuity/Termination</td>
<td>You can end this license for specific content by deleting such content from the Services, or generally by closing your account, except (a) to the extent you shared it with others as part of the Service and they copied, re-shared it or stored it and (b) for the reasonable time it takes to remove from backup and other systems.</td>
</tr>
</tbody>
</table>

279. LinkedIn Jan. 2020 Agreement, supra note 236.
### Platform Terms

<table>
<thead>
<tr>
<th>Platform</th>
<th>Terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>3rd parties</td>
<td>A worldwide, transferable and sublicensable right to use.</td>
</tr>
<tr>
<td></td>
<td>We will get your consent if we want to give others the right to publish your content beyond the Services. However, if you choose to share your post as &quot;public&quot;, we will enable a feature that allows other Members to embed that public post onto third-party services, and we enable search engines to make that public content findable through their services</td>
</tr>
<tr>
<td>Modification</td>
<td>copy, modify.</td>
</tr>
<tr>
<td></td>
<td>While we may edit and make format changes to your content (such as translating or transcribing it, modifying the size, layout or file type or removing metadata), we will not modify the meaning of your expression</td>
</tr>
<tr>
<td>Immediate removal</td>
<td>We may change, suspend or discontinue any of our Services. . . . We don’t promise to store or keep showing any information and content that you’ve posted.</td>
</tr>
<tr>
<td>Commercial</td>
<td>We will not include your content in advertisements for the products and services of third parties to others without your separate consent (including sponsored content). However, we have the right, without payment to you or others, to serve ads near your content and information, and your social actions may be visible and included with ads, as noted in the Privacy Policy</td>
</tr>
<tr>
<td>Ideas</td>
<td>By submitting suggestions or other feedback regarding our Services to LinkedIn, you agree that LinkedIn can use and share (but does not have to) such feedback for any purpose without compensation to you</td>
</tr>
<tr>
<td>Moral rights</td>
<td>-</td>
</tr>
<tr>
<td>Publicity rights</td>
<td>-</td>
</tr>
</tbody>
</table>
### Instagram

<table>
<thead>
<tr>
<th>Perpetuity/ Termination</th>
<th>You can end this license anytime by deleting your content or account. However, content will continue to appear if you shared it with others and they have not deleted it.</th>
</tr>
</thead>
<tbody>
<tr>
<td>3rd parties</td>
<td>You hereby grant to us a non-exclusive, royalty-free, transferable, sub-licensable, worldwide license to host, use, distribute, modify, run, copy, publicly perform or display, translate, and create derivative works of your content.</td>
</tr>
<tr>
<td>Modification</td>
<td>You hereby grant to us a ... worldwide license to ... modify ... and create derivative works of your content (consistent with your privacy and application settings).</td>
</tr>
<tr>
<td>Derivative works</td>
<td>You hereby grant to us a ... worldwide license to ... modify ... and create derivative works of your content (consistent with your privacy and application settings).</td>
</tr>
<tr>
<td>Immediate removal</td>
<td>We can remove any content or information you share on the Service if we believe that it violates these Terms of Use, our policies (including our Instagram Community Guidelines), or we are permitted or required to do so by law. We can refuse to provide or stop providing all or part of the Service to you (including terminating or disabling your account) immediately to protect our community or services, or if you create risk or legal exposure for us, violate these Terms of Use or our policies (including our Instagram Community Guidelines), if you repeatedly infringe other people's intellectual property rights, or where we are permitted or required to do so by law. If you believe your account has been terminated in error, or you want to disable or permanently delete your account, consult our Help Center.</td>
</tr>
</tbody>
</table>

---

280. Instagram, *Terms of Use*, (revised April 19, 2018), https://www.facebook.com/help/instagram/termsofuse (“We do not claim ownership of your content, but you grant us a license to use it. Nothing is changing about your rights in your content. We do not claim ownership of your content that you post on or through the Service. Instead, when you share, post, or upload content that is covered by intellectual property rights (like photos or videos) on or in connection with our Service, you hereby grant to us a non-exclusive, royalty-free, transferable, sub-licensable, worldwide license to host, use, distribute, modify, run, copy, publicly perform or display, translate, and create derivative works of your content (consistent with your privacy and application settings). You can end this license anytime by deleting your content or account. However, content will continue to appear if you shared it with others and they have not deleted it. To learn more about how we use information, and how to control or delete your content, review the Data Policy and visit the Instagram Help Center.”).
<table>
<thead>
<tr>
<th>Platform</th>
<th>Terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Commercial</td>
<td>Permission to use your username, profile picture, and information about your relationships and actions with accounts, ads, and sponsored content. You give us permission to show your username, profile picture, and information about your actions (such as likes) or relationships (such as follows) next to or in connection with accounts, ads, offers, and other sponsored content that you follow or engage with that are displayed on Facebook Products, without any compensation to you. For example, we may show that you liked a sponsored post created by a brand that has paid us to display its ads on Instagram. As with actions on other content and follows of other accounts, actions on sponsored content and follows of sponsored accounts can be seen only by people who have permission to see that content or follow. We will also respect your ad settings. You can learn more here about your ad settings.</td>
</tr>
<tr>
<td>Ideas</td>
<td>We always appreciate feedback or other suggestions, but may use them without any restrictions or obligation to compensate you for them, and are under no obligation to keep them confidential.</td>
</tr>
<tr>
<td>Moral rights</td>
<td>-</td>
</tr>
<tr>
<td>Publicity</td>
<td>-</td>
</tr>
<tr>
<td>rights</td>
<td></td>
</tr>
<tr>
<td>Facebook</td>
<td>Perpetuity/ Termination In all such cases [of termination] this Statement shall terminate, but the following provisions will still apply: 2.2, 2.4 [license], 3–5, 9.3, and 14–18.</td>
</tr>
<tr>
<td>281</td>
<td>3rd parties you grant us a non-exclusive, transferable, sub-licensable, royalty-free, worldwide license to use any IP content</td>
</tr>
<tr>
<td>Modification</td>
<td>By &quot;use&quot; we mean use, run, copy, publicly perform or display, distribute, modify, translate, and create derivative works of.</td>
</tr>
<tr>
<td>Derivative</td>
<td>By &quot;use&quot; we mean . . . create derivative works of.</td>
</tr>
<tr>
<td>works</td>
<td>Immediate removal We can remove any content or information you post on Facebook if we believe that it violates this Statement or our policies.</td>
</tr>
<tr>
<td>removal</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Platform</th>
<th>Terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Commercial</td>
<td>you give us permission to use your name, profile picture, content, and information in connection with commercial, sponsored, or related content (such as a brand you like) served or enhanced by us. This means, for example, that you permit a business or other entity to pay us to display your name and/or profile picture with your content or information, without any compensation to you. If you have selected a specific audience for your content or information, we will respect your choice when we use it.</td>
</tr>
<tr>
<td>Ideas</td>
<td>-</td>
</tr>
<tr>
<td>Moral rights</td>
<td>-</td>
</tr>
<tr>
<td>Publicity rights</td>
<td>-</td>
</tr>
<tr>
<td>Perpetuity/Termination</td>
<td>The above licenses granted by you in video Content you submit to the Service terminate within a commercially reasonable time after you remove or delete your videos from the Service. You understand and agree, however, that YouTube may retain, but not display, distribute, or perform, server copies of your videos that have been removed or deleted. The above licenses granted by you in user comments you submit are perpetual and irrevocable.</td>
</tr>
<tr>
<td>3rd parties</td>
<td>grant YouTube a worldwide, non-exclusive, royalty-free, sublicenseable and transferable license in connection with the Service and YouTube's (and its successors' and affiliates') business</td>
</tr>
<tr>
<td>Modification</td>
<td>-</td>
</tr>
<tr>
<td>Derivative works</td>
<td>grant YouTube a worldwide, non-exclusive, royalty-free ... license to use, reproduce, distribute, prepare derivative works of, display, and perform the Content in connection with the Service and YouTube's (and its successors' and affiliates') business</td>
</tr>
<tr>
<td>Immediate removal</td>
<td>YouTube does not permit copyright infringing activities and infringement of intellectual property rights on the Service, and YouTube will remove all Content if properly notified that such Content infringes on another's intellectual property rights. YouTube reserves the right to remove Content without prior notice.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Platform</th>
<th>Terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Commercial</td>
<td>including without limitation for promoting and redistributing part or all of the Service (and derivative works thereof) in any media formats and through any media channels.</td>
</tr>
<tr>
<td>Ideas</td>
<td>-</td>
</tr>
<tr>
<td>Moral rights</td>
<td>-</td>
</tr>
<tr>
<td>Publicity rights</td>
<td>-</td>
</tr>
<tr>
<td>Reddit[^283]</td>
<td>you grant us a royalty-free, perpetual, irrevocable, non-exclusive, unrestricted, worldwide license . . . .&lt;br&gt;The following sections will survive any termination of these Terms or of your Accounts: 4 (Your Content) and to authorize others to do so.</td>
</tr>
<tr>
<td>3rd parties</td>
<td>-</td>
</tr>
<tr>
<td>Modification</td>
<td>-</td>
</tr>
<tr>
<td>Derivative works</td>
<td>reproduce, prepare derivative works, distribute copies, perform, or publicly display your user content in any medium and</td>
</tr>
<tr>
<td>Immediate removal</td>
<td>Without advance notice and at any time, we may, for violations of this agreement or for any other reason we choose: (1) suspend your access to reddit, (2) suspend or terminate Your Account or reddit gold membership, and/or (3) remove any of your User Content from reddit</td>
</tr>
<tr>
<td>Commercial</td>
<td>for any purpose, including commercial purposes</td>
</tr>
<tr>
<td>Ideas</td>
<td>[under new terms]</td>
</tr>
<tr>
<td>Moral rights</td>
<td>[under new terms]</td>
</tr>
</tbody>
</table>

[^283]: Reddit, supra note 4; Reddit, supra note 7. Reddit revised its ToS on September 15, 2020: Reddit no longer requires a license for any commercial use. Here are further additions: (1) Reddit broadened the license to include: “Your Content and any name, username, voice, or likeness provided in connection with Your Content.” (2) This license includes the right for us to make Your Content available for syndication, broadcast, distribution, or publication by other companies, organizations, or individuals who partner with Reddit. You also agree that we may remove metadata associated with Your Content. (3) you irrevocably waive any claims and assertions of moral rights or attribution with respect to Your Content. (4) Any ideas, suggestions, and feedback about Reddit or our Services that you provide to us are entirely voluntary, and you agree that Reddit may use such ideas, suggestions, and feedback without compensation or obligation to you. Reddit, Reddit User Agreement, (effective Oct. 15, 2020), https://www.redditinc.com/policies/user-agreement-october-15-2020.
<table>
<thead>
<tr>
<th>Platform</th>
<th>Terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Publicity</td>
<td>[under new terms]</td>
</tr>
<tr>
<td>rights</td>
<td></td>
</tr>
<tr>
<td>Perpetuity/</td>
<td>Upon termination, all licenses granted by Vimeo will terminate. Sections 6 and 11 though [sic] 16 shall survive termination.</td>
</tr>
<tr>
<td>Termination</td>
<td></td>
</tr>
<tr>
<td>3rd parties</td>
<td>you grant Vimeo and its affiliates a limited, worldwide, non-exclusive, royalty-free license and right to . . . .</td>
</tr>
<tr>
<td>Modification</td>
<td></td>
</tr>
<tr>
<td>Derivative</td>
<td>copy, transmit, distribute, publicly perform and display (through all media now known or hereafter created), and make derivative works from your video for the purpose of (i) displaying the video within the Vimeo Service; (ii) displaying the video on third party websites and applications through a video embed or Vimeo’s API subject to your video privacy choices; (iii) allowing other users to play, download, and embed on third party websites the video, subject to your video privacy choices; (iv) promoting the Vimeo Service, provided that you have made the video publicly available; and (v) archiving or preserving the video for disputes, legal proceedings, or investigations.</td>
</tr>
<tr>
<td>works</td>
<td></td>
</tr>
<tr>
<td>Immediate</td>
<td>Vimeo may suspend, disable, or delete your account (or any part thereof) or block or remove any content you submitted if Vimeo determines that you have violated any provision of this Agreement or that your conduct or content would tend to damage Vimeo’s reputation and goodwill.</td>
</tr>
<tr>
<td>removal</td>
<td></td>
</tr>
<tr>
<td>Commercial</td>
<td>(iv) promoting the Vimeo Service, provided that you have made the video publicly available</td>
</tr>
<tr>
<td>Ideas</td>
<td></td>
</tr>
<tr>
<td>Moral rights</td>
<td>you waive any so-called &quot;moral rights&quot; in your non-video content.</td>
</tr>
</tbody>
</table>

284. You grant Vimeo permission to use your name, likeness, biography, trademarks, logos, or other identifiers used by you in your account profile for the purpose of displaying such properties to the public or the audiences you have specified. You may revoke the foregoing permission by deleting your account. Vimeo shall have the right to identify public profiles in its marketing and investor materials. Vimeo, Terms of Service Agreement (effective Oct. 6, 2017), https://web.archive.org/web/20190201171914/, https://vimeo.com/terms. These terms changed on June 26, 2019.
<table>
<thead>
<tr>
<th>Platform</th>
<th>Terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Publicity rights</td>
<td>-</td>
</tr>
</tbody>
</table>
| Perpetuity/Termination       | this license to your Subscriber Content continues even if you stop using the Services, primarily because of the social nature of Content shared through Tumblr's Services . . . .  

you acknowledge and agree that: (a) deleted Subscriber Content may persist in caches or backups for a reasonable period of time and (b) copies of or references to the Subscriber Content may not be entirely removed (due to the nature of reblogging, for example). |
| 3rd parties                  | you grant Tumblr a non-exclusive, worldwide, royalty-free, sublicensable, transferable right and license . . . .                                                                                       |
| Modification                 | modify, adapt (including, without limitation, in order to conform it to the requirements of any networks, devices, services, or media through which the Services are available) |
| Derivative works             | and create derivative works of, such Subscriber Content.                                                                                                                                             

The rights you grant in this license are for the limited purposes of allowing Tumblr to operate the Services in accordance with their functionality, improve and promote the Services, and develop new Services. The reference in this license to "creat[ing] derivative works" is not intended to give Tumblr a right to make substantive editorial changes or derivations, but does, for example, enable reblogging, which allows Tumblr Subscribers to redistribute Subscriber Content from one Tumblr blog to another in a manner that allows them to add their own text or other Content before or after your Subscriber Content. |
| Immediate removal            | Tumblr may change, suspend, or discontinue any or all of the Services at any time, including the availability of any product, feature, database, or Content (as defined below). |
| Commercial                   | The rights you grant in this license are for the limited purposes of . . . promot[ing] the Services . . . .                                                                                         |

285. Github, *tumblr/policy*, (May 9, 2018), https://github.com/tumblr/policy/commit/7ad5058e9ff20d57d7f4ce7d5f0fd2f32a05cab# (providing Tumblr’s ToS).
B. **Survey**

1. **Consent**

2. **Screening**

   1) Have you once uploaded your work to at least one of the following platforms: Facebook, Instagram, YouTube, Twitter, Snapchat, LinkedIn, Vimeo, Reddit, Pinterest, Tumblr, Vine?
      - Yes
      - No

3. **Demographic quotas**

   1) Have you once uploaded your work to at least one of the following platforms: Facebook, Instagram, YouTube, Twitter, Snapchat, LinkedIn, Vimeo, Reddit, Pinterest, Tumblr, Vine?
      - Yes
      - No

   2) Have you once uploaded your work to at least one of the following platforms: Facebook, Instagram, YouTube, Twitter, Snapchat, LinkedIn, Vimeo, Reddit, Pinterest, Tumblr, Vine?
      - Yes
      - No

   3) What is your gender?
      - Male
      - Female
      - Other

   4) What is your age? (you must be above 18 year old to take this survey)
      - Under 18
      - 18 to 24
      - 25 to 34
      - 35 to 44
5) What is the highest degree or level of school you have completed?
   o High school graduate—high school diploma or the equivalent (for example: GED)
   o Bachelor’s degree (for example: BA, AB, BS)
   o Master’s degree
   o Professional degree or doctorate degree (for example: MD, DDS, DVM, LLB, JD, PhD, EdD)

6) What was your annual household income in 2017?
   o Less than $15,000
   o $15,000 to under $25,000
   o $25,000 to under $50,000
   o $50,000 to under $75,000
   o $75,000 to under $100,000
   o $100,000 to under $150,000
   o Over $150,000

4. Definitions

1) “Work” or “Content” means copyright-protected content created by you. Content such as art, poetry, prose, photographs, sound and musical compositions, illustrations, video, or audiovisual works.

2) If we generally say “Platform” or “social media platform,” we mean: Facebook, Instagram, YouTube, Twitter, Snapchat, LinkedIn, Vimeo, Reddit, Pinterest, Vine.

3) “Use” means: Publicly display, copy, reproduce, distribute, perform, or transmit the work.286

4) “Terms” means: The platforms terms-of-use, or the contract that requires you to click “I Accept” when you join the platform.

5. Social media index

286. This definition was based on the findings of the copyright boilerplate landscape analysis, described in Section III(B)(1).
1) Do you receive any direct income from sharing or uploading content (created by you) to social media platforms?
   - Yes
   - No

2) Do you receive any value from sharing or uploading content (created by you) to social media platforms?
   - Yes, direct income
   - Yes, promoting or marketing myself, my work or my business
   - Getting my work out there
   - I use social media platforms for social interaction only

3) Considering these options, how often do you upload content (created by you) onto social media platforms?
   - Once a day or more
   - Once a week
   - Once a month
   - Once every couple months

6. **Awareness**

1) Mark all the platforms you are using (uploading content to) [you can choose multiple options]
   - Facebook
   - Instagram
   - YouTube
   - Twitter
   - Snapchat
   - LinkedIn
   - Vimeo
   - Reddit
   - Pinterest
   - Vine

2) For `<Platform chosen by the participant>`, mark one option for each statement—According to its terms:
   - `<Platform may>` Grant others (third parties) license to use my work.
   - `<Platform may>` Modify my work.
   - `<Platform may>` Create new works based on my work.
   - `<Platform may>` Use my work for any commercial purpose.
   - `<Platform may>` Remove content upon their sole discretion.
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- Platform may Display my work indefinitely, even if I delete my account.
- Platform may Place advertisement on my work.
- Platform may Use my work to promote the platform services.
- Platform may Display my work until I delete my account.

7. Expectations

1) Immediate removal In your opinion sharing platforms should be allowed to [mark to most appropriate option]:
   - Remove content they determine, upon their sole discretion, that violates their terms
   - Remove content for any reason
   - Remove content only they are required to do so under law
   - None of the above.

2) Commercial (and other) uses In your opinion, social media platforms should be able to [mark all that apply]:
   - Use, display or distribute my work only for the purpose of the platform's function (social communication).
   - Use, display or distribute my work for the purpose to promote the platform or the platform service.
   - Use, display or distribute my work for any purpose, including commercial use.
   - Use, display or distribute my work for the purpose of training artificial intelligence algorithms (machine learning).
   - None of the above.

3) Display and distribution In your opinion, a platform should be able to [mark one option]:
   - Display and distribute my work only on the platform.
   - Display and distribute my work on any means of communication.
   - None of the above.

4) Display and distribution—third parties In your opinion, who should be allowed to display and distribute your work? [mark all relevant options]:
   - The platform.
   - Its users.
5) **<Termination>** In your opinion, display and distribution of your work should be available [mark one option]:
- Only for as long as I maintain an account on the platform.
- Only for as long as I agree.
- Only until I chose to remove my work.
- Indefinitely.

8. **Understanding:**

1) When a platform mentions in its terms that “you waive your so-called moral rights” it means [mark all that apply]:
- I will not be paid any royalties [incorrect]
- It can present my work without name
- I wave all the copyrights in my work.
- It can change the meaning of my work and distort it in a manner which is disrespectful.
- I don’t know what “moral rights” are.

2) When a platform mentions in its terms that “you grant the platform a license to prepare derivative work” it means that [choose one option]:
- I grant a perpetual (permanent) license to all the rights I have in my work.
- I allow the platform to copy and share my work.
- I allow the platform to place advertisements on my work without my consent.
- I allow the platform to create new versions of my work.
- None of the above

9. **Salience**

1) Consider the following scale <Extremely likely, likely, neither likely nor unlikely, unlikely, extremely unlikely> and indicate how likely you are to use such platform:
- Only uses your work for the purpose of operating its platform and nothing else.
- Associate your name with your work.
- Uses your work for training AI algorithms (machine learning)
- Can remove your content for any reason
2) The following statement represent various [sic] Intellectual Property rights. Please rank them according to their importance to you (with 1 being the most important and 7 the least important).

- The meaning or from of my work won’t be altered in a manner that is disrespectful without my consent.
- My work must be displayed/associated with my name.
- My work won’t be significantly modified (unless technically required) without my consent.
- My work won’t be associated with ads.
- My work won’t be used for commercial purposes, without my consent.
- The platform won’t be able to authorize other parties (non-users) to use (display and distribute) my work without my consent.
- I am able to change or cancel the license (permission) I give platforms to use my work if I change my mind.
### C. Term Awareness Across Platforms

<table>
<thead>
<tr>
<th>The platform may:</th>
<th>Facebook</th>
<th>Instagram</th>
<th>YouTube</th>
<th>Twitter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grant others (third parties) license to use my work</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>No</td>
<td>D/K</td>
<td>D/K</td>
</tr>
<tr>
<td></td>
<td>19.9%</td>
<td>22.2%</td>
<td>24.2%</td>
<td>20.2%</td>
</tr>
<tr>
<td></td>
<td>46.2%</td>
<td>47.1%</td>
<td>47.1%</td>
<td>48.1%</td>
</tr>
<tr>
<td></td>
<td>33.9%</td>
<td>30.8%</td>
<td>28.3%</td>
<td>31.7%</td>
</tr>
<tr>
<td>Modify my work</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>No</td>
<td>D/K</td>
<td>D/K</td>
</tr>
<tr>
<td></td>
<td>18.2%</td>
<td>23.2%</td>
<td>26.5%</td>
<td>20.0%</td>
</tr>
<tr>
<td></td>
<td>51.3%</td>
<td>47.7%</td>
<td>50.1%</td>
<td>53.7%</td>
</tr>
<tr>
<td></td>
<td>30.5%</td>
<td>29.0%</td>
<td>23.4%</td>
<td>26.3%</td>
</tr>
<tr>
<td>Create new works based on my work</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>No</td>
<td>D/K</td>
<td>D/K</td>
</tr>
<tr>
<td></td>
<td>24.9%</td>
<td>26.7%</td>
<td>28.9%</td>
<td>24.6%</td>
</tr>
<tr>
<td></td>
<td>40.7%</td>
<td>41.3%</td>
<td>39.0%</td>
<td>42.7%</td>
</tr>
<tr>
<td></td>
<td>34.4%</td>
<td>32.0%</td>
<td>32.1%</td>
<td>32.7%</td>
</tr>
<tr>
<td>Use my work for any commercial purpose</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>No</td>
<td>D/K</td>
<td>D/K</td>
</tr>
<tr>
<td></td>
<td>28.2%</td>
<td>30.8%</td>
<td>35.8%</td>
<td>24.6%</td>
</tr>
<tr>
<td></td>
<td>40.3%</td>
<td>38.1%</td>
<td>37.0%</td>
<td>42.7%</td>
</tr>
<tr>
<td></td>
<td>51.5%</td>
<td>31.2%</td>
<td>27.1%</td>
<td>30.7%</td>
</tr>
<tr>
<td>Remove content upon their sole discretion</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>No</td>
<td>D/K</td>
<td>D/K</td>
</tr>
<tr>
<td></td>
<td>84.6%</td>
<td>77.2%</td>
<td>87.3%</td>
<td>79.5%</td>
</tr>
<tr>
<td></td>
<td>6.5%</td>
<td>11.2%</td>
<td>6.3%</td>
<td>8.7%</td>
</tr>
<tr>
<td></td>
<td>8.9%</td>
<td>11.6%</td>
<td>6.3%</td>
<td>11.8%</td>
</tr>
<tr>
<td>Display my work indefinitely, even if I delete my account</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>No</td>
<td>D/K</td>
<td>D/K</td>
</tr>
<tr>
<td></td>
<td>32.7%</td>
<td>32.7%</td>
<td>32.5%</td>
<td>28.4%</td>
</tr>
<tr>
<td></td>
<td>33.7%</td>
<td>36.8%</td>
<td>37.8%</td>
<td>39.1%</td>
</tr>
<tr>
<td></td>
<td>33.7%</td>
<td>30.5%</td>
<td>29.7%</td>
<td>32.5%</td>
</tr>
<tr>
<td>Place advertisement on my work</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>No</td>
<td>D/K</td>
<td>D/K</td>
</tr>
<tr>
<td></td>
<td>43.1%</td>
<td>37.6%</td>
<td>75.6%</td>
<td>46.3%</td>
</tr>
<tr>
<td></td>
<td>27.7%</td>
<td>30.3%</td>
<td>11.7%</td>
<td>27.1%</td>
</tr>
<tr>
<td></td>
<td>29.3%</td>
<td>32.0%</td>
<td>12.7%</td>
<td>26.6%</td>
</tr>
<tr>
<td>Use my work to promote the platform services</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>No</td>
<td>D/K</td>
<td>D/K</td>
</tr>
<tr>
<td></td>
<td>36.3%</td>
<td>37.6%</td>
<td>51.7%</td>
<td>41.9%</td>
</tr>
<tr>
<td></td>
<td>31.3%</td>
<td>30.5%</td>
<td>23.0%</td>
<td>27.4%</td>
</tr>
<tr>
<td></td>
<td>52.4%</td>
<td>32.0%</td>
<td>25.4%</td>
<td>30.7%</td>
</tr>
<tr>
<td>Display my work until I delete my account</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>No</td>
<td>D/K</td>
<td>D/K</td>
</tr>
<tr>
<td></td>
<td>58.8%</td>
<td>62.2%</td>
<td>65.9%</td>
<td>61.9%</td>
</tr>
<tr>
<td></td>
<td>14.5%</td>
<td>14.6%</td>
<td>14.9%</td>
<td>16.9%</td>
</tr>
<tr>
<td></td>
<td>26.7%</td>
<td>23.2%</td>
<td>19.2%</td>
<td>21.2%</td>
</tr>
</tbody>
</table>
The platform may:

<table>
<thead>
<tr>
<th></th>
<th>Snapchat</th>
<th>LinkedIn</th>
<th>Vimeo</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grant others (third parties) license to use my work</td>
<td>27.2%</td>
<td>38.0%</td>
<td>34.9%</td>
</tr>
<tr>
<td>Modify my work</td>
<td>19.5%</td>
<td>48.7%</td>
<td>38.1%</td>
</tr>
<tr>
<td>Create new works based on my work</td>
<td>22.6%</td>
<td>39.5%</td>
<td>38.0%</td>
</tr>
<tr>
<td>Use my work for any commercial purpose</td>
<td>25.1%</td>
<td>37.4%</td>
<td>37.4%</td>
</tr>
<tr>
<td>Remove content upon their sole discretion</td>
<td>69.7%</td>
<td>14.4%</td>
<td>15.9%</td>
</tr>
<tr>
<td>Display my work indefinitely, even if I delete my account</td>
<td>24.6%</td>
<td>43.1%</td>
<td>32.3%</td>
</tr>
<tr>
<td>Place advertisement on my work</td>
<td>36.9%</td>
<td>31.8%</td>
<td>31.3%</td>
</tr>
<tr>
<td>Use my work to promote the platform services</td>
<td>31.8%</td>
<td>31.8%</td>
<td>36.4%</td>
</tr>
<tr>
<td>Display my work until I delete my account</td>
<td>42.6%</td>
<td>33.3%</td>
<td>24.1%</td>
</tr>
</tbody>
</table>

The platform may:

<table>
<thead>
<tr>
<th></th>
<th>Reddit</th>
<th>Pinterest</th>
<th>Vine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grant others (third parties) license to use my work</td>
<td>18.0%</td>
<td>46.8%</td>
<td>35.3%</td>
</tr>
<tr>
<td>Modify my work</td>
<td>24.8%</td>
<td>47.5%</td>
<td>27.8%</td>
</tr>
<tr>
<td>Create new works based on my work</td>
<td>24.1%</td>
<td>39.7%</td>
<td>36.3%</td>
</tr>
<tr>
<td>Use my work for any commercial purpose</td>
<td>27.8%</td>
<td>37.3%</td>
<td>34.9%</td>
</tr>
<tr>
<td>Remove content upon their sole discretion</td>
<td>81.7%</td>
<td>7.5%</td>
<td>10.9%</td>
</tr>
<tr>
<td>Display my work indefinitely, even if I delete my account</td>
<td>46.8%</td>
<td>28.8%</td>
<td>24.4%</td>
</tr>
<tr>
<td>Place advertisement on my work</td>
<td>48.5%</td>
<td>25.8%</td>
<td>25.8%</td>
</tr>
<tr>
<td>Use my work to promote the platform services</td>
<td>39.0%</td>
<td>25.8%</td>
<td>35.3%</td>
</tr>
<tr>
<td>Display my work until I delete my account</td>
<td>53.9%</td>
<td>20.0%</td>
<td>26.1%</td>
</tr>
</tbody>
</table>
D. **Terms' Salience (Ranking)**

The following statements represent various Intellectual Property rights. Please rank them according to their importance to you (with 1 being the most important and 7 the least important):