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ABSTRACT

For the 25 years since the passage of the Telecommunications Act of 1996, the United States has attempted to minimize bureaucracy and regulation around online content and internet platforms. However, as the internet has grown, debates over the appropriate nature of this approach have increased. Some on the left have called for greater regulation to respond to concerns such as hate speech while some on the right feel intervention is necessary to protect conservative opinions. Notably, during the Trump administration, an executive order raised questions to the Federal Communications Commission (FCC) via the National Telecommunications and Information Administration (NTIA) regarding potential rulemaking surrounding § 230.

This Article explores the continuing debates over the appropriate role of the FCC in regulating the internet. In many cases over the last 25 years, the FCC’s policies have further codified the American approach to a free and open Internet, avoiding bureaucratic interventions in ways that could stifle speech and innovation. This Article concludes that the less regulatory approach continues to support American innovation in information technology.
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I. INTRODUCTION

Congressman Chris Cox stated in a floor speech on the Internet Freedom and Family Empowerment Act, later included in the Telecommunications Act of 1996 and better known as § 230, that the proposal would:

establish as the policy of the United States that we do not wish to have content regulation by the Federal Government of what is on the Internet, that we do not wish to have a Federal Computer Commission with an army of bureaucrats regulating the Internet because frankly the Internet has grown up to be what it is without that kind of help from the Government. In this fashion we can encourage what is right now the most energetic technological revolution that any of us has ever witnessed. We can make it better.\(^1\)

Now over 25 years later, new debates are emerging about the appropriate role of the Federal Communications Commission (FCC) in various online content in the context of its established authority both under the Communications Act of 1934 and the Telecommunications Act of 1996. In many cases, the FCC and its commissioners have made clear their commitment to maintaining a free and open Internet and particularly a desire to avoid intervening in ways that could stifle speech and innovation. But they have also considered regulation related to a variety of issues including § 230.

---

As the internet has continued to develop, so too have calls for additional regulation, including some who argue that we need a Federal Computer Commission with expertise and regulatory power to handle various concerns related to digital and technological markets either at the FCC or in some other capacity. The ongoing debates in technology policy, however, reveal an increasing tension regarding the appropriate way for the FCC to continue that commitment with mounting bipartisan political pressure for regulation of various elements of the internet. Important questions have risen as technology has continued to move more quickly than regulation. Is policing here merely a case of regulation catching up to the technology at hand or an opportunity to recognize the benefits that a less regulatory approach has yielded? As a result of this perceived tension, some scholars and policymakers advocate for a more expansive approach to internet regulation including the creation of a new digital regulator separate from the existing FCC, resembling the European model. Other indicators suggest the Federal Trade Commission may engage in more assertive enforcement on issues such as data privacy or antitrust to emerge as a sort of “federal computer commission.”

This Article will explore whether, 25 years later, the calls to avoid a “federal computer commission” reflect the reality of the regulatory state’s relationship to the internet both at the time of the passage of the Telecommunications Act of 1996 and in the years since. First, this Article begins with a discussion of how the FCC has distinguished its role as regulator between the elements of internet infrastructure and edge providers but retained an overall framework that seeks to embrace innovation and avoids the pitfalls of over-regulation in a rapidly changing field. Then, it continues by examining recent policy issues concerning the FCC’s authority over net neutrality and potential § 230 rulemaking to examine the FCC’s role in internet speech as it relates to concerns about the potential for agency intervention into the internet. Finally, this Article concludes that policymakers should seek to continue a restrained approach to regulatory intervention regarding the internet but clarify appropriate agency authority when necessary.

II. THE REGULATORY STATE AND THE EARLY INTERNET

The internet was still in its infancy at the time of the passage of the Telecommunications Act of 1996. The internet was able to flourish despite its predecessors such as the U.S. Advanced Research Projects Network, better known as ARPANET, being tightly controlled government creations. This is due in part to innovations like web browsers and the Worldwide Web combined with sound policy structure such as the Telecommunications Act of 1996 and other early actions that freed the internet from unnecessary regulations. While the internet already existed, the Telecommunications Act of 1996 provided needed updates to the Communications Act of 1934 for the internet to thrive. The '96 Act also formalized the existing shift to deregulation of this new tool from government control to a freer and more open model particularly with regards to user generated content. This overall structure significantly contributed to the advancement of American innovation.

A. ORIGINS AND THE INTERNET PRIOR TO THE TELECOMMUNICATIONS ACT OF 1996

The origins of the internet as we know it largely trace back to academic papers in the early 1960s and the Advanced Research Projects Agency Network (ARPANET) created by the Department of Defense in the late 1960s. Because of its government purposes, the use of ARPANET was tightly regulated and controlled, its use for personal purposes or other unofficial use was forbidden. But even in these early and technically more strictly controlled days, individuals found creative uses such as the establishment of Star Trek and other shared passions in group electronic mails. While these networks were largely restricted by a small group of professionals and researchers, by the 1980s the ability to access such network computers was increasing for both

---
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7. See, e.g., Christopher C. Stacy, Getting Started Computing at the AI Lab, https://dspace.mit.edu/handle/1721.1/41180 (discussing restrictions on ARPANET use).
authorized and unauthorized use. Throughout the 1980s, such networking gained popularity for a variety of uses. In 1989, the creation of the World Wide Web effectively gave way to the internet we know today.

Shortly after, dial-up internet connections became available to the public as opposed to just businesses and researchers. This new mode of connection and communication became more easily accessible with the creation of web browsers such as Netscape and Internet Explorer that allowed users to access the internet without a depth of technical knowledge. As the internet gained popularity, however, some expressed concerns about the content that was available, particularly regarding what could be accessed by children. At the same time, it was clear that this innovation was growing in popularity and providing a new mode of communication and connection, but it was unclear what, if any, regulatory requirements applied. In this way, the Telecommunications Act of 1996, including the Communications Decency Act and what is now commonly known as § 230, became among the early legislation to truly address online content and the regulatory framework in which this new technology would operate.

B. THE 1996 TELECOMMUNICATIONS ACT AS A CATALYST FOR DEREGULATION AND INTERNET SPEECH

The Telecommunications Act of 1996 provided an update to the then 62-year-old Communications Act of 1934. This was necessary not only because of the then new and disruptive technology of the Internet, but also to increase competition in the telecommunications marketplace. The Act was broadly
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deregulatory in nature, seeking to remove impediments to innovation, investment, and competition.\(^{16}\)

This Article focuses only on a small part of the Telecommunications Act of 1996 commonly known as § 230. While some have argued that § 230 should be more narrowly interpreted due to its inclusion in the Communications Decency Act,\(^{17}\) its intentions are likely better understood by the broader deregulatory framework provided by the 1996 Act as a whole. § 230 began as a bipartisan bill, the Internet Freedom and Family Empowerment Act, co-sponsored by Republican Chris Cox and Democrat Ron Wyden, that established that no interactive computer service would be treated as a publisher of user content and also provided legal certainty about the ability to engage in content moderation without changing the platform’s legal liability.\(^{18}\) This bill was inserted into the Communications Decency Act, which became Title V of the Telecommunications Act of 1996. However, while the Communications Decency Act sought to restrict various materials on the internet through more regulatory intervention, § 230, like the rest of the Telecommunications Act, favored a light-touch deregulatory approach that would help promote innovation and remove barriers to competition.\(^{19}\)

As mentioned in the discussion, supra, during the debate over what would become known as § 230, then Rep. Chris Cox clarified that the purpose was not to establish a regulatory authority over the internet by transforming the FCC into the Federal Computer Commission.\(^{20}\) While other parts of the law and subsequent court interpretations clearly established the FCC’s authority over the internet as a form of communications,\(^{21}\) § 230 does not establish such regulatory authority for interpretations regarding user generated content or the liability for that content.\(^{22}\)


\(^{22}\) See Reply Comments of Co-Authors of Section 230 of the Communications Act of 1934: Hearing before the Federal Communications Commission, 104th Cong. 5 (Sep. 17, 2020), https://

The Telecommunications Act of 1996 amended the existing regulatory authority of the FCC under the Communications Act of 1934. The changes brought about by the deregulatory approach of the 1996 Act were critically important in unleashing further innovation and competition in a range of telecommunications technology and innovation. As Sen. Ed Markey commented in February 2021 when discussing the impact brought about by investment led by the “paranoia-inducing Darwinian competition,” “before that bill passed and was signed, no one in America had high-speed internet access.”23 In its deregulatory aspects, it unleashed a wave of private investment and innovation that the FCC helped oversee, including ensuring valuable spectrum resources were utilized in beneficial ways but without regulatory micromanagement that could prevent competition or innovation.24 The result has been, as particularly has been evident during the COVID-19 pandemic, that the United States has a strong and innovative internet infrastructure that is able to adapt to novel demands that has benefited from a range of online opportunities and the economic benefits they bring.25

A. IMPLEMENTING THE LIGHT TOUCH APPROACH TO INTERNET REGULATION

The FCC’s authority to generally carry out the provisions of the Telecommunications Act of 1996 as an amendment to the Communications Act of 1934 have generally been confirmed by the Supreme Court.26 While the FCC may generally regulate communications, the lack of a “federal computer commission” has also spread the responsibility for different elements of the internet to different agencies depending on the policy issue at hand.

---


26. See AT&T Corp. v. Iowa Utilities Board, 525 U.S. 366 (1999) (finding that the government has rulemaking authority to carry out the ’34 Act).
The regulation of the internet by different agencies has been focused on the nature of the harm or potential harm that policymakers are seeking to address. For example, the Federal Trade Commission governs many issues such as data privacy and data security under its consumer protection authority. Meanwhile, the National Institute of Standards and Technology (NIST) sets standards for cybersecurity and many internet-connected devices. Other agencies including the National Telecommunications and Information Administration within the Department of Commerce also play a role in various data issues related to the industries they regulate or specific standards such as cybersecurity. The result of dispersed authority based on use case and issue instead of treating the internet and its associated innovations as a single entity to be regulated and controlled by a particular agency, the United States has addressed policy concerns as they arise with a more context related approach. Overall, this less regulatory approach means internet innovation is generally free with minimal limitations as opposed to the government permission required approach.

Since the initial framework, further policy elements have reiterated the commitment to an approach that seeks to avoid unnecessary regulation of the internet. A year after the Telecommunications Act of 1996, the Clinton Administration released the Framework for Global Commerce. This 1997 statement reinforced the deregulatory nature of the Telecommunications Act of 1996 and more explicitly established that the internet should be allowed to develop with minimal regulatory intervention. Other laws over the course of the late 1990s and early 2000s further clarified the appropriate regulatory response but were tailored to respond to specific concerns of potential harms rather than signaling changes in the overall regulatory scheme. For example, the Digital Millennium Copyright Act (DMCA) provided a notice-and-takedown regime to respond to concerns about intellectual property violations

31. Id. At 51–56.
and the appropriate response. In other cases, privacy laws such as the Children’s Online Privacy Protection Act (COPPA) provided clarity and guidance for the appropriate agency to engage in rulemaking in response to a potential harm.

The framework established by the Telecommunication Act of 1996 also retained significant flexibility and a generally deregulatory approach. This means innovators face few regulatory barriers. These lower barriers benefit consumers and speech by increasing the opportunities to create and distribute content online at little to no costs. This approach, contrasted to the more regulatory environment in many other areas, is part of what has allowed a thriving internet economy to emerge in the United States with many companies becoming global leaders in their fields. Particularly when it comes to online speech, the legal certainty provided by § 230 coupled with existing First Amendment jurisprudence enables new entrants to offer opportunities for users to create a wide variety of content without fear of potentially company ending liability.

B. Interpretations of Online Speech Regulation within the Telecommunications Act of 1996

The Communications Decency Act would fail on First Amendment grounds following legal challenges in Reno v. ACLU, but § 230 would remain as part of the broader deregulatory approach contained in the Telecommunications Act. In subsequent legal cases, the courts adopted a broad interpretation of § 230 as a liability shield for platforms to carry user generated content. The result has been to lessen the risks associated with the wide range of user generated content, therefore keeping barriers low for the

35. See Waltzman, supra note 15.
36. Thierer, supra note 30.
development of a wide-range of online services, from review sites and the sharing economy, to social media.\footnote{See Heather Sommerville, \textit{AirBnB's Section 230 Use Underscores Law's Reach Beyond Social Media}, WALL ST. J. (Jan. 10, 2021, 12:00 PM), https://www.wsj.com/articles/airbnb-section-230-use-underscores-laws-reach-beyond-facebook-11610298001.}

Much of the current debate around § 230 stems not from the original passage of the law but from debates about if the courts extended its authority farther than the legislature intended. Following \textit{Reno}, courts dealt with the full nature of liability protection provided by § 230 in \textit{Zeran v. America Online} (AOL). In this case, distasteful postings regarding the Oklahoma City bombing that revealed the plaintiff’s phone number had been made on online bulletin boards hosted by AOL.\footnote{Zeran v. Am. Online, Inc., 129 F.3d 327 (4th Cir. 1997).} Both the district court\footnote{Zeran v. Am. Online, Inc., 958 F. Supp. 1124 (E.D. Va. 1997).} and the court of appeals\footnote{Zeran, 129 F. 3d. 327, 332–33.} found that the recently enacted § 230 protected AOL from liability for state law negligence claims stemming from user-generated content even when the events in question occurred before § 230’s passage. Additionally, the court of appeals rejected the plaintiff’s argument that suggested a difference in applicability to a company acting as “distributor” or a “publisher.”\footnote{Id.}

While early cases established that § 230 had a rather broad reach, more recent cases have also established that there are limitations to its application as well. For example, in \textit{Fair Housing Council of San Fernando Valley v. Roommates.com} the Ninth Circuit rejected claims that § 230 protected a website from housing discrimination law claims related to dropdowns that allowed users to state preferences for protected classes.\footnote{Fair Hous. Council of San Fernando Valley v. Roommates.com, 521 F.3d 1157 (9th Cir. 2008).} Similarly, a recent decision allowed product liability claims against Snapchat regarding its speed filter to go forward on the basis that it was a product feature and not user generated content.\footnote{Hannah Denham, \textit{Snap can be sued over speed filter’s role in fatal crash, court says}, WASH. POST (May 5, 2021, 6:44 PM), https://www.washingtonpost.com/technology/2021/05/05/snapchat-speed-filter-court/.} While case law is often seen as interpreting § 230 broadly, such instances show that courts do not view it merely as a \textit{carte blanche} for all online content. Instead, these cases show that courts carefully examine the distinctions between user-generated content and other speech generated by hosting companies.
IV. 25 YEARS LATER: THE CURRENT STATE OF THE REGULATORY STATE AND THE INTERNET

While this light-touch approach has led to a vibrant environment of both user generated content and speech, there are renewed calls for America to shift its approach and consider a specialized regulator to address the various issues that have come with the new uses of data the internet has provided. 47 25 years after the 1996 Telecommunications Act, the United States has largely avoided having a Federal Computer Commission and other more regulatory approaches to technology. Yet as the internet has become an increasingly important tool, conversations around the right way to govern a range of issues such as data privacy and online content have become necessary. This Section explores current calls to expand regulatory responsibilities for the Federal Communications Commission regarding online content as well as calls to establish a new digital regulator that would be tasked with directly governing the internet and other aspects of the digital economy. Not only would implementing these regulatory bodies represent significant changes, but they would also have serious consequences for both users and innovation. As a result, policymakers should avoid these calls and instead retain the deregulatory and hands-off framework established 25 years ago that promotes innovation which benefits both entrepreneurs and consumers.

A. RISKS OF A DIGITAL REGULATOR

25 years later, some are calling to embrace a digital regulator in the wake of various scandals and the increasing use of data and technology in all aspects of the economy. This would effectively establish the Federal Computer Commission that the Telecommunications Act of 1996 sought to avoid. Advocates of this approach often point to digital regulators in many European countries and argue that such a regulator is now necessary to provide the expertise for proper policy and rulemaking. 48 However, this would constitute a much more precautionary and regulatory approach that could limit innovation and the opportunities users have to share and create content.

In some cases, these calls are related to a recognition that existing regulatory tools may struggle to address policy concerns about technology and the need for greater technology expertise. 49 For example, former FCC


49. Wheeler, Verveer & Kimmelman, supra note 2.
Chairman Tom Wheeler argues that a digital regulator would be better able to address the specific contours of policy concerns related to digital platforms than antitrust enforcement.\textsuperscript{50} Jason Fuhrman argues for a new data regulator by pointing out that current policy tools may be too slow, cumbersome, or otherwise unpredictable to respond to today’s fast moving digital markets.\textsuperscript{51} These arguments presume that the ability of agencies to respond to technological changes quickly and appropriately with regulation benefits both consumers and innovators. However, there is debate about the relationship between the pace of regulation and the pace of technological process. While at times a lack of regulatory certainty or the lack of regulation can be problematic for either innovators or consumers, the “pacing problem” where technology outpaces regulatory responses has also at times been a “pacing benefit” allowing new services such as Uber to reach consumers more quickly than a regulatory response.\textsuperscript{52}

A new regulatory agency to govern technology would present many problems that could outweigh any benefits of expertise or clarified authority that stems from a new specialized agency. The United States tech sector has grown to be a global leader under the current approach that focuses on applications and disperses agency authority, rather than a single regulator. As a result, there are several reasons that the United States ought to avoid creating a digital regulator.

First, creating a dedicated agency would be perhaps even more powerful now than at the time of the Telecommunications Act of 1996 given the number of areas of the economy touched by digital transformation and technological change.\textsuperscript{53} This approach would shift away from the application centric solutions of the current targeted and multi-agency scheme and could lead to inter-agency conflicts due to confusion over the appropriate authority for industry specific applications. Finally, the extreme differences in current viewpoints on what problems exist in the digital space, such as content moderation, could result in dramatic regulatory shifts depending on the party in power and control of the agency.

\textsuperscript{50}  Id.
Second, this would signal a shift towards a more regulatory approach to data-intensive industries. This would likely yield a dramatic shift from the current approach where regulators only intervene in the cases where harm materializes to a far more precautionary, preemptive regulation focus. This more regulatory approach can deter innovation not only by creating more barriers, but by shifting the presumption from generally allowing an innovation unless expressly forbidden, to one that presumes permission is needed first.\(^{54}\) In general this approach has yielded less innovation, as can be seen in many European countries who have taken such an approach to tech policy.\(^{55}\)

Third, even if an agency was created with a limited mandate to only deal with tech platforms and maintain narrowly addressed rules that only deal with harms, such specialized agencies run the risk of agency capture by the very industry it was designed to regulate.\(^{56}\) Critics of the current dispersed approach cite the risk that any single agency may fail to consider the full group of actors whose decisions impact the experience of various technologies. Such critics see this as problematic since it may encourage actors to find the regulator most likely to give them their preferred answer.\(^{57}\) But a new agency solely focused on digital actors might be subject to regulatory capture by industry incumbents. As the Free State Foundation’s Dr. George S. Ford writes in his critique of the calls for a new digital regulator, to achieve its stated goals and overcome these concerns, the creation of a new regulatory body would “hinge on creating something we have never managed to create.”\(^{58}\)

The limited proposed potential benefits of an additional regulatory agency could likely be addressed in other ways. For example, calls for additional expertise could likely be fulfilled by staff at the existing FCC and FTC, or by hiring additional technologists to deal with industry specific concerns at other agencies.\(^{59}\) If there are specific concerns around privacy or other online issues, Congress should first consider if this can be addressed by providing existing

\(^{54}\) See THIERER, supra note 30, at 23–36.

\(^{55}\) Id.


agencies the appropriate delegation and resources rather than further expanding the administrative state.

Given these tradeoffs, it appears that creating a Federal Computer Commission through a new agency would still have negative impacts on innovation just as it would have in 1996. Meanwhile, existing agencies already have regulatory authority over many of the policy concerns such as data privacy and antitrust.\(^60\) If there are concerns that agencies do not have the necessary resources or if clarification around issues such as authority for rulemaking regarding data privacy are needed, then policymakers should look to clarify such existing delegations within the FTC or FCC, rather than the significant regulatory expansion that would occur with the establishment of a new agency.\(^61\)

B. RECENT ACTIONS REGARDING FCC AUTHORITY AND ONLINE CONTENT

The policy debates over net neutrality and § 230 provide recent examples of steps that the FCC has taken to regulate online platforms and user speech. These two examples show very different initial approaches to decisions around the agency’s own authority to regulate online content and platform decisions associated with it. In both cases, however, an agency decision to refrain from engaging in regulatory action would better reflect the intentions of the light-touch approach laid out in the Telecommunications Act of 1996.

1. Net Neutrality

The debate over applying “net neutrality,” the idea that all Internet Service Providers (ISPs) must treat all content equally, has been highly contentious.\(^62\) At the FCC, this largely concerned the appropriate regulatory classification for ISPs. It also had potential impacts on the requirements to engage in carrying certain content and could implicate online speech concerns.

Prior to 2010, the FCC did not place net neutrality requirements on most providers. In 2010, the Open Internet Order imposed a series of requirements on Internet Service Providers including both traditional broadband and

---


\(^61\) See Huddleston & O’Sullivan, supra note 53.

wireless providers. This includes what have become commonly known as “net neutrality” regulating providers’ ability to prioritize, deprioritize, or even block certain websites or content. The order was challenged in court where it was found that the FCC had no authority to enforce neutrality requirements unless the providers had been declared common carriers and that the FCC itself could not reclassify these providers as such. In 2014, the court vacated several of the key provisions such as “no blocking” and “no unreasonable discrimination” as beyond the scope of the FCC’s authority, but did not strike down the transparency requirements. In 2015, the FCC again issued an Open Internet Order, this time classifying ISPs under Title II. This reclassification allowed the FCC to engage in additional regulations of ISPs similar to its regulation of other communication utilities such as phone companies. In subsequent litigation, the courts ruled in favor of the FCC and the Supreme Court denied cert on the subsequent appeal. Advocates on both sides of the debate have staunchly defended their version of the FCC’s role in net neutrality regulation.

Then in 2018, the FCC reversed the Open Internet Order and removed the Title II classification. Among the notable results of this reclassification was the removal of the “net neutrality” requirements; however, this action more generally reaffirmed the FCC’s commitment to a less regulatory approach to internet governance. This approach should allow increased investment and innovation in internet infrastructure, but also prevents potential concerns that a misclassification could have on speech. This too was challenged in court. In Mozilla v. FCC, the court upheld the FCC’s ability to reclassify ISPs while remanding questions regarding public safety, pole

---

65. Id.
access, and the Lifeline program. This reclassification did not leave consumers without recourse. The FTC retained its role as a consumer protection agency regarding issues in the digital marketplace and would be able to engage in appropriate enforcement action regarding unfair or deceptive practices by ISPs.

The reclassification shows an uncertainty around FCC authority and appropriate classification of ISPs. Beyond the debate on the policy implications of net neutrality, the potential administrative law questions should not be ignored. Some advocates have pointed out that the appropriate path forward would be clarity from Congressional action around the appropriate classification and regulatory authority for ISPs. Such an approach need not solve every policy dispute related to net neutrality, but it is critical for industry, consumers, and regulators to know the extent of the FCC’s authority and the appropriate classification of these services in order to continue to invest, innovate, and improve internet services. Without such clarity, another problem is beginning to emerge in the form of state-level net neutrality policies such as those passed by California. Not only do these laws raise similar policy concerns to a federal law, but the interstate nature of the internet also means such laws are likely to result in a problematic regulatory patchwork that violates the dormant commerce clause. While the FCC may not be a federal computer commission, a federal approach on many such policies is preferable to a state-by-state patchwork.

The policy that yielded net neutrality shows that at times the FCC can be a quasi-Federal Computer Commission implementing heavy-handed internet
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72. See Cooper, supra note 27.
74. Holtz-Eakin, supra note 73.
interventions. In contrast, the Restoring Internet Freedom Order can be seen as returning the agency to its previous more restrained role and deregulatory approach. In this scenario, as in the years preceding the Open Internet Order, American investment in internet infrastructure has continued to flourish through private investment. The Biden Administration’s Executive Order on “Promoting Competition in the American Economy” included a renewed call for the FCC to reconsider its approach to net neutrality suggesting that the pendulum may again swing towards a more regulatory approach in this regard.

This example illustrates the need for Congress to, at a minimum, clarify the FCC’s authority on the appropriate classification for ISPs and other internet related matters. To avoid the FCC engaging in regulatory shifts that could lead to it either becoming a Federal Computer Commission that stifles innovation, encouraging a disruptive state patchwork of internet governance laws to emerge in the void, or allowing dramatic shifts in the classifications associated with the internet, the appropriate response is best handled through legislation rather than unclear delegations to agencies.

2. Calls for § 230 Rulemaking

In 2020, the Trump Administration in an executive order called for the National Telecommunications and Information Administration to petition the FCC to engage in rulemaking concerning § 230 and online speech. The NTIA submitted a petition regarding potential interpretative rulemaking to the FCC which prompted the FCC to take public comments regarding the petition before the then FCC Chairman Ajit Pai issued a statement saying that he “intend[s] to move forward with a rulemaking to clarify its [§ 230’s] meaning.” Since this statement, however, no notice of proposed rulemaking regarding the § 230 petition has been given.

79. See Czerniawski, supra note 25.
Since the initial NTIA petition, debate has emerged regarding whether the FCC has the necessary authority to engage in rulemaking related to § 230. The initial authors of § 230, Chris Cox and Ron Wyden, in comments to the FCC regarding the NTIA’s petition argue that it does not have such authority. They argue plainly that § 230 “does not invite agency rulemaking.” Then FCC General Counsel Tom Johnson and others, however, have asserted that the Communications Act of 1934 confers on the FCC the authority to issue rules to carry out the provisions of the Act, including § 230. He further relies on the Supreme Court rulings in AT&T Corp. v. Iowa Utilities Board that the FCC has authority in regards to the Telecommunications Act of 1996 which amended the Communications Act rather than served as a separate act and City of Arlington v. FCC which holds that the court will defer to the FCC’s reasonable interpretations regarding the provision of the act.

If the FCC engaged in rulemaking regarding § 230, it would open questions about the agency’s broader role in internet governance and in concerns over speech. At first glance, the FCC’s decision to claim statutory authority over § 230 would seem to contradict its decision to remove Title II classification in the Restoring Internet Freedom Order and broader comments regarding its role in internet regulation. Even if the agency were found to have authority, such rulemaking would also raise potential constitutional challenges. A rulemaking requiring government-enforced neutrality would result in the government dictating choices and speech allowed to private actors, raising First Amendment concerns. This could have significant consequences for both technology and speech and once granted would not be easily undone. Rulemaking of this type would also follow the shifting preferences of those in

83. See Brotman, supra note 16, at 4.
84. Id.
power and could be easily weaponized to create a new “fairness doctrine” and silence political opponents or unpopular opinions. 90

Advocates of the NTIA petition and FCC rulemaking around § 230 have largely been conservatives who feel that platforms are engaged in a deliberate silencing of conservative voices.91 This, however, neglects the ways in which the internet has lowered the barriers for all sorts of opinions that might have struggled to gain a platform in a prior era of more limited traditional media opportunities. For example, Sen. Rick Santorum writes, “social media is central to the President’s and most Republicans’ election strategy, allowing them to bypass the openly hostile mainstream media in order to reach our base and convince potential new voters.”92 The same could be true for any number of groups who in an analogue era had a more difficult time connecting to each other or having their voices heard.93 In this way, the internet has been an incredibly powerful tool for minority communities, the LGBTQ community, and others to find connections and like voices.94 A rulemaking limiting § 230 would limit the outlets available for all voices.

If the FCC engaged in rulemaking per the NTIA proposal, the likely result would be an interpretation that more significantly limits the applicability of § 230 than the approach typically taken by the courts. Among the concerns is that narrowing or rulemaking around § 230 might require viewpoint neutrality. This neutrality may be achieved by forcing platforms to host content they find objectionable or does not fit their intended audience on the basis of the author’s viewpoint or content.95 But requiring neutrality would make it impossible to have specialized platforms that seek to create a supportive environment for such communities and goes directly against the intentions of


95. See TECH FREEDOM, supra note 89.
§ 230 and the deregulatory environment intended by the 1996 Act.96 There are past examples of the FCC engaging in such heavy handed regulation of content in the name of neutrality via the Fairness Doctrine. The Fairness Doctrine required broadcasters licensed by the Federal Communications Commission (FCC) to be certain that their broadcasts were “balanced” and included opposing views by interested citizens.97 The result, however, was the doctrine being weaponized to chill speech and violate First Amendment rights in the name of “fairness.” As the Cato Institute’s Paul Martzko discusses in his work on the history of the Fairness Doctrine, this powerful authority was used by the Kennedy Administration to silence conservative radio critics and its removal gave rise to a new wave of political talk radio, particularly on the political right.98

In the internet context, FCC-enforced “neutrality” could result in similar issues but with consequences much more acutely felt by the average user. Such a policy would not be limited to only a certain type of platform. It could be used not only to force “liberal” platforms to carry “conservative” content but could also be used to force platforms to carry content that they might find to be objectionable on a deep level such as that which they find to be homophobic, sexist, or racist in the name of “neutrality.”

As the current debate over § 230 continues, it is likely that questions of agency authority will arise including if the FCC or another agency has the ability to engage in rulemaking. Establishing such authority would significantly increase the FCC’s regulatory intrusion into the internet and would displace the light-handed policy that allowed innovation and speech to thrive online.99 Even if the FCC has the authority to provide interpretive rules regarding § 230, such authority will still need to be within the bounds of the First Amendment when it comes to government regulation of speech.

C. THE NEXT 25 YEARS OF THE REGULATORY STATE AND ONLINE SPEECH

In many ways, the United States is once again at a turning point when it comes to calls to regulate the internet, particularly when it comes to calls to

99. See supra, Section III.
regulate online speech. The decision to overturn net neutrality requirements would indicate a continuation of this hands-off approach. In contrast, a desire to expand authority to include § 230 interpretive rules would indicate a much more intrusive approach that could raise questions not only for innovation but also for speech. In both cases, these scenarios show that while the FCC has not become a “federal computer commission” there is perhaps a lack of clarity as to how far its authority over online content extends. This uncertainty has shown concerning and dramatic shifts in regulations around issues such as politically oriented ISP reclassification. 25 years ago, Congress was correctly hesitant to create an army of digital bureaucrats, but it seems that as the internet has evolved, agency responsibilities are unclear.100 There are now many calls to create a new independent digital regulator, but these come with significant tradeoffs. Instead, Congressional policymakers should clarify delegations to agencies pertaining to internet classification and other digital issues such as data privacy.

V. CONCLUSION

For 25 years, the United States has largely avoided establishing a Federal Computer Commission. The FCC and other regulatory agencies such as the FTC, NTIA, and NIST have established standards or responded to harm when necessary, and the goals of avoiding regulatory burdens to competition have largely succeeded. As increased attention and criticism from both sides of the aisle focus on various parts of the digital economy, this Article proposes the ideal policy solution is not more intervention but rather the United States should continue to take a light-touch approach that avoids establishing a “Federal Computer Commission.” This approach has been critical to allowing not only a variety of innovative services such as social media to emerge, but also in providing consumers with more ways to connect and communicate with one another. It is also important to recognize appropriate limits on regulatory authority, including that of the FCC, so as not to unnecessarily burden innovation through inefficient bureaucracy or chill the opportunities for online speech and risk government intervention into speech decisions for political purposes. The consequences of an expansive view of the FCC’s authority over online speech via an unintended interpretation of the Telecommunications Act of 1996 could shift the law away from its deregulatory intentions.
