**Abstract**

With the shift from the traditional safe harbor for hosting to statutory content filtering and licensing obligations, the 2019 E.U. Directive on Copyright in the Digital Single Market (CDSMD) has substantially curtailed the freedom of users to upload and share their content creations online. Seeking to avoid overbroad inroads into freedom of expression, E.U. law obliges online platforms and the creative industry to consider human rights when coordinating their content filtering actions. Platforms must also establish complaint and redress procedures for users. Organizing stakeholder dialogues, the European Commission will seek to identify best practices. These “safety valves” in the legislative package, however, are mere fig leaves. Instead of safeguarding human rights, the E.U. legislature outsources human rights obligations to the platform industry. At the same time, the burden of policing content moderation systems is imposed on users who are unlikely to bring complaints in each individual case. The new legislative design in the European Union is likely to “conceal” human rights violations instead of bringing them to light. Nonetheless, the Digital Services Act (DSA) rests on the same problematic approach.

Against this background, we discuss the weakening—and potential loss—of fundamental freedoms because of the departure from the traditional notice-and-takedown approach in the European Union and the reliance on platform and user action to prevent human rights violations. Our analysis adds a new element to the ongoing debate on content licensing and filtering. Namely, we focus on how E.U. law has largely left the private power of platforms untouched to determine the “house rules” that govern the (algorithmic) monetization of detected matches between protected works and content uploads. Addressing the “legal vacuum” in the field of content monetization, we explore outsourcing and concealment risks in this unregulated space. Focusing on large-scale platforms for user-generated content, such as YouTube, Instagram and TikTok, two normative problems come to the fore: (1) the fact that rightholders, when opting for monetization, de facto monetize not only their own works
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but also the creative input of users; and (2) the fact that user creativity remains unremunerated as long as the monetization option is only available to rightholders. As a result of this configuration, the monetization mechanism disregards users’ right (intellectual) property and discriminates against user creativity. In this light, we discuss whether the DSA provisions that seek to ensure transparency of content moderation actions and terms and conditions offer useful sources of information that could empower users. We further raise the question whether the detailed regulation of platform actions in the DSA may resolve the described human rights dilemmas to some extent.
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I. INTRODUCTION

User-generated content (UGC)\(^1\) is a core element of many internet platforms. With the opportunity to upload photos, films, music and texts, formerly passive users have become active contributors to (audio-)visual content portals, wikis, online marketplaces, discussion and news fora, social networking sites, virtual worlds, and academic paper repositories. Internet users upload a myriad of literary and artistic works every day.\(^2\) A delicate question arising from this user involvement concerns copyright infringement. UGC may consist of self-created works and public domain material. However, it may also include unauthorized takings of third-party material that enjoys copyright protection. As UGC has become a mass phenomenon and a key factor in the evolution of the modern, participative web,\(^3\) this problem raises complex issues and requires the reconciliation of human rights\(^4\) ranging from the right to property,\(^5\) to freedom of expression and information,\(^6\) and freedom

---

3. WUNSCH-VINCENT & VICKERY, supra note 1, 8–22.
4. In this Article, the terms human rights and fundamental rights are used interchangeably.
5. In the EU, the fundamental right to property enshrined in Article 17 of the Charter of Fundamental Rights of the European Union (2000/C 364/01) (CFR) explicitly refers to intellectual property in paragraph 2.
to conduct a business. Users, platform providers, and copyright holders are central stakeholders.

In line with the approach taken in the U.S. Digital Millennium Copyright Act (DMCA), E.U. legislation in the field of ecommerce traditionally shielded UGC platforms from liability for copyright infringement by offering a liability exemption or “safe harbor” for hosting services. To qualify for the safe harbor, a hosting platform, provided that it was not actively involved in the posting of content, was only obliged to take immediate action and remove content when a rightholder informed the platform provider in a sufficiently precise and substantiated manner about infringing content. The safe harbor system was
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based on the assumption that a general monitoring obligation would be too heavy a burden for platform providers and undesirable as a matter of public policy. Without a safe harbor, the liability risk would thwart the creation of internet platforms depending on third-party content and frustrate the development of ecommerce.

However, in preparing an update of E.U. copyright legislation and a departure from the notice-and-takedown consensus, the European Commission stated that the hosting safe harbor allowed UGC platforms to generate income without sharing the profits with producers of creative content. In line with this “value gap” argument, the Commission’s proposal for new copyright legislation—the template for Article 17 of the E.U. Directive on Copyright in the Digital Single Market (CDSMD, or “CDSM Directive”)—sought to render the liability shield inapplicable to copyrighted works. Article 17 has been described as the “monster provision” of the

---


15. European Commission, Proposal for a Directive of the European Parliament and of the Council on Copyright in the Digital Single Market, Art. 13, COM (2016) 593 final (Sept. 14, 2016). Prior to this formal proposal of copyright legislation seeking to neutralize the safe harbour for hosting, the French High Council for Literary and Artistic Property had published a research paper prepared by Professor Pierre Sirinelli, Josée-Anne Benazeraf and Alexandra Bensamoun on November 3, 2015. The researchers had been asked to propose changes to current E.U. legislation “enabling the effective enforcement of copyright and related rights in the digital environment, particularly on platforms which disseminate protected content.” They arrived at the conclusion that a provision should be added to current E.U. copyright legislation making it clear that “information society service providers that give access to the public to copyright works and/or subject-matter, including through the use of automated tools, do not benefit from the limitation set out [in the safe harbour for hosting of the E-Commerce Directive 2000/31/EC].” See High Council for Literary and Artistic Property of the French Ministry of Culture and Communication, 3 November 2015, Mission to Link Directives 2000/31 and 2001/29 – Report and Proposals, p. 11.
CDSM Directive, “both by its size and hazardousness.” Despite its relatively young age, it has already triggered abundant commentary. The provision has also been subject to an interpretative Guidance by the European Commission (“Commission Guidance” or “Guidance”), and survived an action for annulment with the Court of Justice of the European Union (CJEU).

The regulatory strategy underlying Article 17 of the CDSM Directive is simple: deprived of the safe harbor for hosting and exposed to direct liability for infringing user uploads, platform providers will have to embark on UGC licensing and filtering. In the final text of the Directive, the E.U. legislature applied this approach to a specific type of online platforms: online content-
sharing service providers (OCSSPs). OCSSPs are providers of an information society service. Furthermore, their main purpose is to store and give the public access to a large amount of protected content by its users, which they organize and promote for profit-making purposes. In assessing whether a platform qualifies as an OCSSP, it is important to examine a relevant service’s substitution effects and to make a case-by-case assessment of their profit orientation. Recital 62 of the CDSMD clarifies that the definition is intended to confine the application of Article 17 to online services that play an important role on the online content market “by competing with other online content services, such as online audio and video streaming services, for the same audiences.”

The scope of the OCSSP concept is further delineated by a non-exhaustive list of exclusions, i.e., electronic communication services (e.g., Skype), providers of cloud services (e.g., Dropbox), online marketplaces (e.g., eBay), not-for-profit online encyclopedias (e.g., Wikipedia), not-for-profit educational and scientific repositories (e.g., ArXiv.org), and open-source software developing and sharing platforms (e.g., GitHub). Nonetheless, legal uncertainty remains. While it is safe to assume that certain large-scale platforms, especially platforms with video-sharing features (e.g., YouTube, Facebook, Instagram), are covered, others do not so easily fit the concept. The definition includes several open-ended concepts (“main purpose,” “large amount,” “profit-making purpose”) that ultimately require a case-by-case assessment of what providers qualify as OCSSPs.

In practice, the adoption of Article 17 of the CDSMD means that OCSSPs seeking to avoid liability must enter into agreements with copyright holders. The initial Commission proposal already contemplated that this regulatory approach would bring content filtering obligations, then referred to as “effective content recognition technologies.” If a platform provider does not manage to conclude sufficiently broad licensing agreements with rightholders, Article 17(4)(b) of the CDSMD offers the prospect of a reduction of the

21. For the definition of this type of online platforms, see id. art. 2(6) and the further guidance provided in Recitals 62 and 63.
22. Id. recitals 62 and 63. Cf. Metzger & Senftleben, supra note 17.
23. CDSMD recital 62, 2019 O.J. (L 130).
24. Id. art. 2(6).
25. See Guidance Art. 17 CDSMD, supra note 18, at n. 18, 4–5. For analysis and criticism, see JOÃO PEDRO QUINTAIS, PETER MEZEI, ISTVÁN HARKAI, JOÃO C. MAGALHÃES, CHRISTIAN KATZENBACH, SEBASTIAN FELIX SCHWEMER & THOMAS RII, COPYRIGHT CONTENT MODERATION IN THE EU: AN INTERDISCIPLINARY MAPPING ANALYSIS (2022).
liability risk in exchange for content filtering and other preventive measures. If the platform—despite best efforts—has not received a license, it can avoid liability for unauthorized acts of communication to the public or making available to the public when it manages to demonstrate that it:

made, in accordance with high industry standards of professional diligence, best efforts to ensure the unavailability of specific works and other subject matter for which the rightholders have provided the service providers with the relevant and necessary information.

Despite the neutral wording, it is clear that “unavailability of specific works and other subject matter” requires the use of algorithmic filtering tools. In the legislative process leading to this remarkable paradigm shift in the European Union, the human rights impact of the departure from the traditional notice-and-takedown model has not gone unnoticed.

Algorithmic content moderation—including the use of automated filtering tools to detect infringing content before it appears online—has a deep impact on the freedom of users to upload and share information. When an algorithmic content recognition system identifies protected source material matching a platform’s reference files in a user upload, the system can be used to prevent content from appearing in the first place. Instead of presuming that UGC is lawful until proven infringing, the default position of automated filtering systems is that every upload is suspicious and that copyright owners are entitled to ex ante control over the sharing of information online.

The wording of Article 17 of the CDSMD itself shows that the new legislative design has given rise to concerns about overbroad inroads into human rights. Article 17(10) of the CDSMD stipulates that, in stakeholder dialogues seeking to identify best practices for the application of content moderation measures, “special account shall be taken, among other things, of the need to balance fundamental rights and of the use of exceptions and limitations.” After the adoption of the Directive, the preparation of the Digital Services Act (DSA) offered further opportunities for the E.U. legislature to refine and stabilize its strategy for safeguarding human rights that

27. CDSMD art. 17(4)(a), 2019 O.J. (L 130).
28. Id.
29. CJEU, 26 April 2022, case C-401/19, Poland v Parliament and Council, where this assumption has been confirmed.
30. CDSMD art. 17(10), 2019 O.J. (L 130).
may be affected by algorithmic content filtering tools. Article 14 of the DSA—
regulating terms and conditions of intermediary services ranging from mere
conduit and caching to hosting services—reflects central features of the E.U.
strategy. Article 14(1) of the DSA requires that providers of hosting
services—the category covering UGC platforms—inform users about:

any policies, procedures, measures and tools used for the purpose of
content moderation, including algorithmic decision-making and
human review, as well as the rules of procedure of their internal
complaint handling system.

This information duty indicates that users are expected to play an active
role in the preservation of their freedom of expression and information. Article
14(4) of the DSA complements this transparency measure with a fundamental
rule that goes far beyond sufficiently clear and accessible information in the
terms and conditions. Providers of intermediary services, including UGC
platforms:

shall act in a diligent, objective and proportionate manner in applying
and enforcing the restrictions [that they impose in relation to the use
of their service in respect of information provided by the recipients
of the service], with due regard to the rights and legitimate interests
of all parties involved, including the fundamental rights of the
recipients of the service, such as the freedom of expression, freedom
and pluralism of the media, and other fundamental rights and
freedoms as enshrined in the Charter.

In other words: in the case of upload- and content-sharing restrictions
following from the employment of content moderation tools, the UGC
platform is bound to some (imprecise) extent to safeguard the fundamental
rights of users, including the freedom of expression and information. As a
guiding principle, Article 14(4) of the DSA refers to the principle of

32. See Digital Services Act art. 3(g), 2022 O.J. (L 277) (defining “intermediary services”).
33. For a detailed analysis of Article 14 DSA, see João Pedro Quintais, Naomi Appelman
    & Ronan Fahy, Using Terms and Conditions to Apply Fundamental Rights to Content Moderation, 24
    GERMAN L.J. 881 (2023).
34. Digital Services Act art. 14(1), 2022 O.J. (L 277).
35. These providers are covered by the concept of “online platforms” in Article 3(i)
    DSA. Id. art. 3(i).
36. Id. art.14(4).
37. There is a complex discussion concerning the extent to which fundamental rights
can have (indirect) horizontal effect, i.e., as between private parties (here: platform and user),
and how Article 14 of the DSA changes pre-existing E.U. law in this respect. See Quintais,
Appelman & Fahy, supra note 33.
proportionality\textsuperscript{38} that plays a central role in the reconciliation of competing fundamental rights under Article 52(1) of the E.U. Charter of Fundamental Rights ("Charter" or CFR).\textsuperscript{39}

At first glance, it seems plausible to impose on platforms the obligation to safeguard fundamental rights of users, since they are closest to users and arguably best equipped to deal quickly with complex issues arising from infringement on a case-by-case basis.\textsuperscript{40} The crux of the approach chosen in Article 14(4) of the DSA, however, clearly comes to the fore when raising the question whether the possibility of imposing human rights obligations on internet service providers exempts the state power itself from the noble task of ensuring the observance of fundamental rights. Can the legislature legitimately “outsource” the obligation to safeguard fundamental rights, such as freedom of expression and information, to private parties? And can the legislature, when passing on that responsibility, confidently leave the task of defending the public interest in this sensitive area in the hands of companies belonging to the platform and creative industry and to the users who may not lodge complaints in each individual case?

We will discuss these outsourcing questions—and the risk of platforms and public authorities hiding behind a low number of user complaints—in Part II. We will then turn to human rights risks in a detailed case study focusing on UGC monetization in Part III. While largely underexplored, UGC monetization is highly relevant in practice. On platforms, it constitutes a much more popular moderation action than blocking. In addition, it is very significant from a human rights perspective. In the absence of appropriate regulation, the monetization practices of platforms and large-scale rightholders may make inroads into human rights. Part IV provides an overview of our findings and recommendations.

\textsuperscript{38} Digital Services Act art. 14(4), 2022 O.J. (L 277) (referring to “proportionate manner”).

\textsuperscript{39} Charter of Fundamental Rights of the European Union, Official Journal of the European Communities 2000 C 364, 1. Article 52(1) CFR reads as follows: “Any limitation on the exercise of the rights and freedoms recognized [sic] by this Charter must be provided for by law and respect the essence of those rights and freedoms. Subject to the principle of proportionality, limitations may be made only if they are necessary and genuinely meet objectives of general interest recognized [sic] by the Union or the need to protect the rights and freedoms of others.”

\textsuperscript{40} For earlier case law already pointing in this direction, see CJEU, 27 March 2014, case C-314/12, UPC Telekabel Wien, ¶¶ 55–56, where the Court stated that internet service providers had to safeguard the fundamental rights of users; see also Christophe Geiger & Elena Izyumenko, The Role of Human Rights in Copyright Enforcement Online: Elaborating a Legal Framework for Website Blocking, 32 Am. U. INT’L L. REV. 43 (2016).
II. THE NEW CONSTITUTIONALISM DILEMMA: OUTSOURCING AND CONCEALING

Legislation that applies outsourcing strategies refrains from providing concrete solutions for human rights tensions in the law itself. Instead, the legislature imposes the burden on private entities to safeguard human rights that may be affected by the legislative measure at issue, such as the content filtering obligation in Article 17(4) of the CDSMD. In the case of UGC, the addressees of this type of outsourcing legislation are online platforms—OCSSPs—that offer users a forum for uploading and sharing their creations. The decision to outsource the burden of human rights balancing can be seen as the result of the legislature’s inability to keep pace with rapid technological developments. In the absence of sufficient expertise and insight to devise concrete rules for the reconciliation of competing human rights positions, the legislature resorts to general guidelines—in the European Union, typically inspired by the principle of proportionality—which private entities must observe when fulfilling their obligation to implement the legislative measure in a way that preserves the human rights at stake. In the following sections, we discuss the corrosive effect of this outsourcing strategy (in Section II.A) and focus on the inadequacy of complaint and redress mechanisms for users as tools to bring human rights deficits to light (in Section II.B). Instead, we argue, reliance on users will amplify the risk of human rights violations when low reported numbers of complaints are used strategically to declare automated content filtering unproblematic (in Section II.C).

A. OUTSOURCING OF HUMAN RIGHTS OBLIGATIONS IN THE EUROPEAN UNION: REGULATION OF CONTENT MODERATION

Discussing the increasing tendency to take refuge in human rights outsourcing, Tuomas Mylly has observed that “gradually, intermediaries and other key private entities become more independent regulators.” He describes central characteristics of this process as follows:

Courts are starting to rely increasingly on private entities to balance and adjust rights on technological domains but seek to secure formal appeal rights for users. Similarly, when legislatures shift decision-making power to intermediaries, they try to maintain some of the safeguards of traditional law and write wish-lists for private regulators. The executive pushes private regulation further to compensate for its policy failures and enters—at the request of the

arguably, article 17 of the cdsmd and article 14 of the dsa offer prime examples of provisions that outsource human rights obligations to private entities with the features mylly describes. as explained above, article 14(4) of the dsa places an obligation on intermediaries to apply their terms and conditions to content moderation restrictions in “a diligent, objective and proportionate manner.” in addition to this reference to the principle of proportionality, the provision emphasizes that online platforms are bound to carry out such restrictions (which would include content filtering) with due regard to the fundamental rights of users, such as freedom of expression.

as to copyright limitations that support the freedom of expression, more specific rules follow from article 17(7) of the cdsmd: the cooperation between ocssps and the creative industry in content moderation must not result in the blocking of non-infringing UGC, including situations where UGC falls within the scope of a copyright limitation. confirming mylly’s prediction that the executive power will enter regulatory conversations with private entities to establish best practices and guiding principles, article 17(10) of the cdsmd adds that the European Commission shall organize stakeholder dialogues to discuss best practices for the content filtering cooperation:

The Commission shall, in consultation with online content-sharing service providers, rightholders, users’ organisations and other relevant stakeholders, and taking into account the results of the stakeholder dialogues, issue guidance on the application of this Article, in particular regarding the [content moderation] cooperation referred to in paragraph 4.

In the quest for best practices, article 17(10) of the cdsmd specifically requires that stakeholder dialogues take “special account” of the need to balance fundamental rights. As in article 14(4) of the dsa, reference is thus made to human rights tensions, although in a different context. The private entities involved in article 17(10) of the cdsmd—copyright holders and

42. Id.
43. Digital Services Act art. 14(4), 2022 O.J. (L 277). Id. art. 14(1) explicitly refers to content moderation measures.
44. Id. art. 14(4).
45. See the interplay of creative industry notifications and filtering measures applied by the platform industry that results from CDSMD art. 17(4)(b)(c), 2019 O.J. (L 130).
46. Id. art. 17(10).
47. Id.
OCSSPs—are expected to resolve these tensions in the light of the guidance evolving from the co-regulatory efforts of the European Commission. Evidently, industry “cooperation” is the kingpin of this outsourcing scheme. To shed light on the human rights implications of this regulatory approach, we inspect the interplay of licensing and filtering obligations in Article 17 of the CDSMD more closely (in Section II.A.1). On this basis, it is possible to assess the industry cooperation resulting from this content moderation scheme (as discussed in Section II.A.2) and address the tension between abstract diligence and proportionality obligations on the one hand, and concrete cost and efficiency considerations on the other (as discussed in Section II.A.3).

Considering the practical impact of the outsourcing approach underlying Article 17 of the CDSMD, the conclusion seems inescapable that, despite all references to diligence and proportionality, there is a serious risk of encroachments upon fundamental rights (as discussed in Section II.A.4).

1. Interplay of Licensing and Filtering Obligations in Article 17 of CDSMD

At the root of the obligation to filter UGC—and industry cooperation in this area—lies the grant of a specific exclusive right in Article 17(1) of the CDSMD that leads to strict, primary liability of OCSSPs for infringing content that is uploaded by users:

Member States shall provide that an online content sharing service provider performs an act of communication to the public or an act of making available to the public when it gives the public access to copyright protected works or other protected subject matter uploaded by its users.\(^{48}\)

By clarifying that the activities of platform providers amount to communication or making available to the public, this provision collapses the traditional distinction between primary liability of users who upload infringing content, and secondary liability of online platforms that encourage or contribute to infringing activities. It no longer matters whether the provider of a platform had knowledge of infringement, encouraged infringing uploads, or failed to promptly remove infringing content after receiving a notification. Instead, the platform provider is directly and primarily liable for infringing content that arrives at the platform. To reduce the liability risk, the platform provider will have to obtain a license from the rightholder for UGC uploads.

The Commission Guidance on “best efforts”\(^{49}\) to obtain an authorization in the sense of Article 17(4)(a) of the CDSMD suggests in this context that

\(^{48}\) Id. art.17(1).

\(^{49}\) All obligations of “best efforts” must be interpreted in accordance with the principle of proportionality and the factors described in Article 17(5) CDSMD: the type, the audience
platforms should make a case-by-case analysis of licensing options. At a minimum, OCSSPs should proactively engage with easily identifiable and locatable rightholders, especially collecting societies. The proportions of this obligation may differ according to the type of platform. For instance, smaller platforms may only need to engage with a limited number of easily identifiable rightholders. The Guidance also suggests that unreasonable rightholder refusals to license should release platforms from their obligation to seek authorization. However, platforms must be able to provide evidence for this, which could be challenging in practice. In cases where a certain type of content is not prevalent on a platform, platforms may be exempted from the task of seeking licenses proactively. Nonetheless, platforms should engage with rightholders who offer them.

While these guidelines may help OCSSPs operationalize licensing, the focus on easily identifiable rightholders confirms that, in practice, licensing will hardly ever cover all conceivable UGC that may arrive at a platform. As the Guidance notes, collecting societies have an established position in the European Union. With broad mandates to administer the rights of copyright owners, especially authors, they seem natural partners to OCSSPs in the development of umbrella licensing solutions. However, they would have to offer an all-embracing licensing deal covering protected content of both members and non-members. Otherwise, the licensing exercise would make little sense, as it would fail to cover all types of conceivable user uploads.

Considering experiences with licensing packages offered by collecting societies in the past, it seems safe to assume that an umbrella solution with these proportions is currently unavailable in many E.U. Member States. It remains to be seen whether harmonized rules on extended collective licensing and the size of the service and the type of protected content uploaded by their users; and the availability of suitable and effective means and their cost for OCSSPs. Furthermore, Article 17(6) CDSMD creates a mitigated regime for platforms that are “new service providers with small turnover and audience.” See Guidance Art. 17 CDSMD, supra note 18, at n. 18, 16–17.

50. Guidance Art. 17 CDSMD, supra note 18, at n. 18, 8–10.
51. Id. See Metzger & Senftleben, supra note 17, at 287–91.
52. As to this point, see id. at 289 (drawing a line with the FRAND requirement in standard essential patent cases, in particular CJEU, 16 July 2015, case C-170/13, Huawei v ZTE, ¶¶ 63–69).
53. Guidance Art. 17 CDSMD, supra note 18, at n. 18, 8–10.
54. Id. at 6.
55. Id.
56. Article 12 CDSMD. For a more detailed discussion of this licensing approach in the context of Article 17 CDSMD, see Husovec & Quintais, supra note 17. As to the discussion of extended licensing solutions in the area of orphan works, see Stef van Gompel, Unlocking the Potential of Pre-Existing Content: How to Address the Issue of Orphan Works in Europe?, 38 INT’L REV. INT’L PROP. & COMP. L. 669 (2007).
will finally pave the way for broader and more flexible licensing solutions. However, even if an OCSSP finds a collecting society willing to enter a UGC agreement with an umbrella effect, a core problem of European licenses remains: the collecting society landscape is highly fragmented. The UGC license available in one Member State may remain limited to the territory of that Member State. Pan-European licenses are the exception, not the rule. If a collecting society offers Pan-European licenses for digital use, these licenses will be confined to specific repertoire, in respect of which the collecting society has a cross-border entitlement.57

Problems also arise in the field of initiatives to obtain licenses directly from rightholders. In the music industry, the willingness to grant licenses covering a broad spectrum of musical works may be relatively high.58 Existing services, such as Spotify, demonstrate the availability of far-reaching licenses that encompass recent music releases. In the film industry, however, the situation is markedly different.59 Film studios use diverse strategies and distribution outlets that do not include UGC platforms. They are unlikely to sacrifice profitable exploitation avenues by permitting users to share audio-visual material on UGC platforms from day one of the theatrical release (or availability on paid streaming platforms). This would enable UGC platforms to enter direct competition with the primary exploitation strategy pursued by the film studio itself. If there is willingness to conclude UGC licensing agreements despite these concerns, film studios will only accept agreements with limited use permissions that do not jeopardize their own opportunities to exploit the film in several stages and uphold their current windowing system.

Hence, creative users seeking to contribute to the online marketplace of ideas are at the mercy of copyright holders. Without contractual permission covering their content uploads, they cannot exercise their freedom of expression. Inevitably, the licensing imperative chosen in Articles 17(1) and 17(4)(a) of the CDSMD culminates in the introduction of filtering tools. As copyright holders and collecting societies are unlikely to offer all-embracing umbrella licenses, OCSSPs must rely on algorithmic tools to ensure that

58. See Bulayenko et al., supra note 57.
59. Guidance Art. 17 CDSMD, supra note 18, at n 18, 6. (“Collective licensing . . . is little used in the film sector where direct licensing by film producers is more usual.”).
content uploads do not overstep the limits of the use permissions they managed to obtain.\textsuperscript{60} In \textit{Poland v. Parliament and Council}, the CJEU explicitly confirmed that Article 17(4)(b) of the CDSMD mandates UGC platforms to carry out a preventive review of user uploads in circumstances where rightholders have provided “relevant and necessary information”\textsuperscript{61} for the detection of protected works.\textsuperscript{62} Depending on the scale of the task, the review of user uploads requires the employment of automatic recognition and filtering tools. The court noted that no party to the \textit{Poland} case had been able to designate possible alternatives to automated filtering tools. Therefore, at least for the largest platforms (e.g., YouTube, Facebook, and Instagram), automated content filtering is necessary to comply with the best efforts filtering obligations arising from Article 17(4)(b) of the CDSMD.\textsuperscript{63}

From the perspectives of freedom of expression and freedom of information, the amalgam of licensing and filtering obligations in Article 17(4) of the CDSMD is highly problematic.\textsuperscript{64} In accordance with the contours of the licensing deals which UGC platforms managed to obtain, algorithmic enforcement measures will curtail the freedom of users to participate actively in the creation of online content. The fundamental rights tension caused by this regulatory approach is evident. In decisions rendered prior to the adoption of Article 17, the CJEU has stated explicitly that in transposing E.U. directives and implementing transposing measures:

\begin{quote}
Member States must . . . take care to rely on an interpretation of the directives which allows a fair balance to be struck between the various fundamental rights protected by the Community legal order.\textsuperscript{65}
\end{quote}

Interestingly, the application of filtering technology to a social media platform already occupied centre stage in \textit{Sabam v. Netlog}. The case concerned Netlog’s social networking platform, which offered every subscriber the opportunity to acquire a globally available “profile” space that could be filled with photos, texts, video clips etc.\textsuperscript{66} Claiming that users made unauthorized use of music and films belonging to its repertoire, the collecting society Sabam sought to obtain an injunction obliging Netlog to install a system for filtering the

\textsuperscript{60} CJEU, 26 April 2022, case C-401/19, Poland v. Parliament and Council.
\textsuperscript{61} \textit{Id.} ¶ 53.
\textsuperscript{62} \textit{Id.}
\textsuperscript{63} \textit{Id.}
\textsuperscript{64} For a more candid statement, see Senftleben, supra note 33, at 339–40.
\textsuperscript{65} CJEU, case C-275/06, Productores de Música de España (Promusicae) v. Telefónica de España SAU, ¶ 68.
\textsuperscript{66} CJEU, 16 February 2012, case C-360/10, Sabam v. Netlog, ¶¶ 16–18.
information uploaded to Netlog’s servers. As a preventive measure and at Netlog’s expense, this system would apply indiscriminately to all users for an unlimited period and would be capable of identifying electronic files containing music and films from the Sabam repertoire. In case of a match, the system would prevent relevant files from being made available to the public.\(^{67}\)

The Sabam v. Netlog case offered the CJEU the chance to provide guidance on a filtering system such as those that are envisaged in Article 17(4)(b) of the CDSMD.\(^{68}\)

However, in Sabam v. Netlog, the CJEU did not arrive at the conclusion that such a filtering system was permissible. Instead, the court saw a serious infringement of fundamental rights. The court took the explicit recognition of intellectual property as a fundamental right in Article 17(2) of the CFR as a starting point. At the same time, the court recognized that intellectual property must be balanced against the protection of other fundamental rights and freedoms.\(^{69}\)

Weighing the right to intellectual property asserted by Sabam against Netlog’s freedom to conduct a business,\(^{70}\) the court observed that the filtering system would involve monitoring all or most of the information on Netlog’s servers in the interests of copyright holders, would have no limitation in time, would be directed at all future infringements, and would be intended to protect not only existing but also future works.\(^{71}\)

Against this background, the CJEU concluded that the filtering system would encroach upon Netlog’s freedom to conduct a business.\(^{72}\)

The CJEU also found that the filtering system would violate the fundamental rights of Netlog’s users. These fundamental rights included their right to the protection of their personal data and their freedom to receive or impart information, as safeguarded by Articles 8 and 11 of the CFR respectively.\(^{73}\)

The court recalled that the use of protected material in online communications may be lawful under statutory limitations of copyright in the Member States, and that some works may have already entered the public domain, or been made available for free by the authors concerned.\(^{74}\)

Filtering systems, however, may block communications using these lawful resources. Given this corrosive effect, the court concluded:

---

\(^{67}\) *Id.* ¶ 26, 36–37.

\(^{68}\) As to the different levels of content monitoring that can be derived from CJEU jurisprudence, see S.ENFTLEBEN & ANGELOPOULOS, supra note 7, at 7–16.

\(^{69}\) CJEU, 16 February 2012, case C-360/10, Sabam v. Netlog, ¶¶ 41–44.

\(^{70}\) EU Charter of Fundamental Rights art. 16 - Freedom to conduct a business.

\(^{71}\) CJEU, 16 February 2012, case C-360/10, Sabam v. Netlog, ¶ 45.

\(^{72}\) *Id.* ¶¶ 46–47.

\(^{73}\) *Id.* ¶¶ 48–50.

\(^{74}\) *Id.* ¶ 50.
Consequently, it must be held that, in adopting the injunction requiring the hosting service provider to install the contested filtering system, the national court concerned would not be respecting the requirement that a fair balance be struck between the right to intellectual property, on the one hand, and the freedom to conduct business, the right to protection of personal data and the freedom to receive or impart information, on the other (see, by analogy, *Scarlet Extended*, paragraph 53).75

This case law confirms that the filtering obligations arising from Article 17(4) of the CDSMD are highly problematic. As a way out of the dilemma, the E.U. legislature walks the fine line of distinguishing between monitoring all UGC in search of a whole repertoire of works,76 and monitoring all UGC in search of specific, pre-identified works.77 *Sabam v. Netlog* concerned a filtering obligation targeting all types of UGC containing traces of works falling under the Sabam rights portfolio.78 It seems that the drafters of Article 17(4)(b) of the CDSMD tried to avoid this prohibited general monitoring obligation, and thus escape the verdict of a violation of fundamental rights, by establishing the obligation to filter “specific works and other subject matter for which the rightholders have provided the service providers with the relevant and necessary information.”79

2. Reliance on Industry Cooperation to Safeguard Fundamental Rights

At this point, the above-described element of industry “cooperation” enters the picture. Rightly understood, the content filtering system established in Article 17(4)(b) of the CDSMD relies on a joint effort of the creative industry and the online platform industry. To set the filtering machinery in motion, copyright holders must first provide OCSSPs with “relevant and necessary information”80 with regard to those works which they want to ban from user uploads. The Commission Guidance states that information can be deemed “relevant” if it is, at a minimum, “accurate about the rights ownership of the particular work or subject matter in question.”81 Determining whether said information is “necessary” will depend on the technical measures

---

75. *Id.* ¶ 51.
76. *Id.* ¶¶ 26, 36–37.
77. *Cf.* SENFTLEBEN & ANGELOPOULOS, supra note 7, at 8–9.
79. CDSMD art. 17(4)(b), 2019 O.J. (L 130). The intention to obviate the impression of a prohibited general monitoring obligation also lies at the core of Article 17(8) CDSMD. This provision declares that UGC licensing and filtering “shall not lead to any general monitoring obligation.”
80. *Id.* art. 17(4)(b).
81. Guidance Art. 17 CDSMD, supra note 18, at n. 18, 14.
employed by platforms: the information provided by rightholders must enable the effective implementation of the platforms’ solutions.82

Once relevant and necessary information on protected works is received, the OCSSP is obliged to include the information in the content moderation process and ensure the filtering—“unavailability”83—of content uploads that contain traces of the protected works. According to Article 17(7) of the CDSMD, it is this cooperation which must not result in the prevention of non-infringing UGC, including situations where UGC is covered by a copyright limitation. This cooperation is also the central item on the agenda of stakeholder dialogues which the Commission is expected to organize under Article 17(10) of the CDSMD to identify best practices.84

The fundamental problem of the whole cooperation concept, however, is the fact that, unlike public bodies and the judiciary, the central players in the cooperation scheme—the creative industry and the online platform industry—are private entities that are not intrinsically motivated to safeguard the public interest in the exercise and furtherance of fundamental rights and freedoms. Despite all invocations of diligence and proportionality85—“high industry standards of professional diligence” in Article 17(4)(b) of the CDSMD; “diligent, objective and proportionate” application in Article 14(4) of the DSA—the decision-making in the context of content filtering is likely more simple. Namely, the moment the balancing of competing human rights positions is left to industry cooperation, economic cost and efficiency considerations are likely to occupy center stage. Arguably, these considerations will often prevail over more abstract societal objectives, such as flourishing freedom of expression and information.

A closer look at the different stages of industry cooperation resulting from the regulatory model of Article 17 of the CDSMD confirms that concerns about human rights deficits are not unfounded. As explained, the first step in the content moderation process is the notification of relevant and necessary information relating to “specific works and other subject matter”86 by copyright holders. In the light of case law precedents, in particular Saham v.
use of the word “specific” can be understood to reflect the legislator’s hope that copyright holders will only notify individually selected works. For instance, copyright holders could limit use of the notification system to those works that constitute cornerstones of their current exploitation strategy. The principle of proportionality and high standards of professional diligence also point in the direction of a cautious approach that confines work notifications to those repertoire elements that are “specific” in the sense that they generate a copyright holder’s lion’s share of revenue. In line with this approach, other elements of the work catalogue could be kept available for creative remix activities of users. This, in turn, would reduce the risk of overbroad inroads into freedom of expression and information.

In practice, however, rightholders are highly unlikely to adopt this cautious approach. The legal basis for requiring a focus on individually selected works lies in the legislator’s use of the expression “best efforts to ensure the unavailability of specific works and other subject matter” in Article 17(4)(b) of the CDSMD. Proportionality and diligence considerations only form the broader context in which this specificity requirement is embedded. Strictly speaking, however, the reference to “best efforts to ensure the unavailability” shows that the requirement of “high industry standards of professional diligence” concerns the filtering step taken by a platform to ensure the unavailability of notified works, not the primary notification sent by copyright holders.

Just like the requirement of “high industry standards of professional diligence,” the imperative of “diligent, objective and proportionate” application and enforcement of content restrictions in Article 14(4) of the DSA relates to platform content moderation measures that restrict user freedoms, not the rightholder notification system that sets the filtering process in motion. The success of the risk-reduction strategy surrounding the word “specific” in Article 17(4)(b) of the CDSMD and the words “diligent, objective and proportionate” in Article 14(4) of the DSA is thus doubtful. In the cooperation with OCSSPs, nothing seems to prevent the creative industry

87. CJEU, 16 February 2012, case C-360/10, Sabam v. Netlog, ¶ 51.
89. CDSMD art. 17(4)(b), 2019 O.J. (L 130) (emphasis added).
90. Id.
91. Id.
from sending copyright notifications that cover every element of long and impressive work catalogues. Platforms may thus receive long lists of all works which copyright holders have in their repertoire. Adding up all “specific works and other subject matter” included in these notifications, it could well be that Article 17(4)(b) of the CDSMD culminates in a filtering obligation that is very similar to the filtering measures which the CJEU prohibited in Sabam v. Netlog. The risk of encroachments upon human rights is evident.

3. Diligence and Proportionality Viewed Through the Prism of Cost and Efficiency Considerations

Turning to the second step in the content moderation process—the act of filtering carried out by OCSSPs to prevent the availability of notified works on UGC platforms—it is noteworthy that proportionality and diligence obligations are directly applicable. As explained, the requirements of “high industry standards of professional diligence” and “diligent, objective and proportionate” application only form the broader context surrounding the notification of specific works by rightholders. When it comes to the content moderation process as such, however, these rules impact the activities of OCSSPs directly: the UGC filtering process must be implemented in a way that complies with these diligence and proportionality requirements.

The Commission Guidance clarifies in this respect that compliance with “high industry standards of professional diligence” must be evaluated against “available industry practices on the market,” including technological solutions. Platforms have discretion only in selecting from existing solutions on the market. In discussing prevailing market practices, the Guidance highlights content recognition based on fingerprinting as the primary example, whilst acknowledging that this is not the norm for smaller

92. Senftleben, supra note 17, at 483–84.
93. Article 17(4)(b) CDSMD.
94. Article 14(4) DSA.
95. Guidance Art. 17 CDSMD, supra note 18, at n. 21, 12.
96. Id.
platforms.\textsuperscript{98} Other technologies include hashing, watermarking, the use of metadata, and keyword search.\textsuperscript{99} These solutions may be developed in-house, as in the case of YouTube’s Content ID and Meta’s Rights Manager. OCSSPs may also procure them from third-party providers, such as Audible Magic or Pex.

As to the practical outcome of UGC filtering in the light of these diligence and proportionality requirements, however, it is to be recalled that OCSSPs will likely align the concrete implementation of content moderation systems with cost and efficiency considerations. Abstract commandments, such as the instruction to act in accordance with “high standards of professional diligence”\textsuperscript{100} and in a “proportionate manner in applying and enforcing [UGC upload] restrictions”\textsuperscript{101} can hardly be deemed capable of superseding concrete commercial cost and efficiency necessities. Tuomas Mylly accurately characterizes litanies of diligence and proportionality requirements as “wish-lists for private regulators.”\textsuperscript{102} On its merits, the legislature whitewashes statutory content filtering obligations by adding a diligence and proportionality gloss to reassure itself that the drastic measure will be implemented with sufficient care and caution to avoid the erosion of human rights. The success of this ingredient of the outsourcing recipe is doubtful. In reality, the subordination of industry decisions to diligence and proportionality imperatives—the acceptance of more costs and less profits to reduce the corrosive effect on freedom of expression and information—would come as a surprise. Instead, OCSSPs can be expected to be rational in the sense that they seek to achieve content filtering at minimal costs.\textsuperscript{103}

Hence, there is no guarantee that industry cooperation in the field of UGC will lead to the adoption of the most sophisticated filtering systems with the highest potential to avoid unjustified removals of content mash-ups and remixes. A test of proportionality is unlikely to occupy centre stage unless the least intrusive measure also constitutes the least costly measure. A test of professional diligence is unlikely to lead to the adoption of a more costly and less intrusive content moderation system unless additional revenues accruing from enhanced popularity among users offsets the extra financial investment.

In addition, the E.U. legislation sends mixed signals. Article 17(5) of the CDSMD provides guidelines for the assessment of the proportionality of

\textsuperscript{98} Guidance Art. 17 CDSMD, \textit{supra} note 18, at n. 18, 12.
\textsuperscript{99} \textit{Id.} at n. 18, 12–13.
\textsuperscript{100} CDSMD art. 17(4)(b), 2019 O.J. (L 130).
\textsuperscript{101} Digital Services Act art. 14(4), 2022 O.J. (L 277).
\textsuperscript{102} Mylly, \textit{supra} note 41, at 71.
\textsuperscript{103} Senftleben, \textit{supra} note 17, at 484.
filtering obligations. The relevant factors listed in the provision, however, focus on “the type, the audience and the size of the service,” “the type of works or other subject matter,” and “the availability of suitable and effective means and their cost for service providers.”\(^{104}\) Hence, cost and efficiency factors have made their way into the proportionality assessment scheme. Paradoxically, it is conceivable that these factors encourage the adoption of cheap and unsophisticated filtering tools that lead to excessive content blocking. An assessment of liability risks also confirms that excessive filtering risks must be taken seriously. A UGC platform seeking to minimize the risk of liability is likely to succumb to the temptation of overblocking.\(^{105}\) Filtering more than necessary is less risky than filtering only clear-cut cases of infringement. After all, the described primary, direct liability for infringing user uploads which follows from Article 17(1) of the CDSMD is hanging above the head of OCSSPs like the sword of Damocles.

The second step of the industry cooperation concept underlying Article 17 of the CDSMD is therefore at least as problematic as comprehensive notifications of entire work catalogues. The OCSSP obligation to embark on content filtering to police the borders of use permissions and prevent content availability in the absence of licenses raises serious concerns about interferences with human rights, particularly the freedom of expression and information.

4. **Considerable Risk of Encroachments Upon Fundamental Rights**

Surveying the described human rights risks that arise from the industry cooperation scheme in Article 17 of the CDSMD, the conclusion is inescapable that, despite all invocations of diligence and proportionality as mitigating factors, the outsourcing strategy underlying the E.U. regulation of content moderation in the CDSM Directive and the DSA is highly

\(^{104}\) CDSMD art. 17(5), 2019 O.J. (L 130).

\(^{105}\) See Maayan Perel (Filmar) & Niva Elkin-Koren, *Accountability in Algorithmic Copyright Enforcement*, 19 STANFORD TECH. L. REV. 473, 490–91 (2016). For empirical studies pointing towards overblocking, see Sharon Bar-Ziv & Niva Elkin-Koren, *Behind the Scenes of Online Copyright Enforcement: Empirical Evidence on Notice & Takedown*, 50 CONN. L. REV. 37 (2017) (“Overall, the N&TD regime has become fertile ground for illegitimate censorship and removal of potentially legitimate materials.”); Jennifer M. Urban, Joe Karaganis & Brianna Schofield, *Notice and Takedown: Online Service Provider And Rightsholder Accounts Of Everyday Practice*, 64 J. COPYRIGHT SOC’Y 371, 372 (2017) (“About 50% of takedown requests were potentially problematic. In one in twenty-five cases, targeted content did not match the identified infringed work, suggesting that 4.5 million requests in the entire six-month data set were fundamentally flawed. Another 19% of the requests raised questions about whether they had sufficiently identified the allegedly infringed work or the allegedly infringing material”).*
problematic. Instead of safeguarding human rights, the regulatory approach is likely to culminate in human rights violations. Against this background, it is important to analyse mechanisms that could bring human rights deficits to light and remedy shortcomings. Complaint and redress mechanisms for users may play an important role in this respect. We turn to these tools in the following section.

**B. CONCEALING HUMAN RIGHTS DEFICITS CAUSED BY RELIANCE ON INDUSTRY COOPERATION**

As explained above, UGC platforms are obliged by the DSA to make information on content moderation “policies, procedures, measures and tools” available to users.\(^{106}\) This must be done in “clear, plain, intelligible, user-friendly and unambiguous language.”\(^{107}\) Moreover, the information must be publicly available in an easily accessible and machine-readable format.\(^{108}\) These information and transparency obligations can be regarded as exponents of a broader human rights preservation strategy.\(^{109}\) The broader pattern comes to the fore when the information flow generated in Article 14(1) of the DSA is placed in the context of the complaint and redress mechanism for unjustified content filtering that forms a building block of Article 17 of the CDSMD. Article 17(9) of the CDSMD requires that OCSSPs put in place:

> an effective and expeditious complaint and redress mechanism that is available to users of their services in the event of disputes over the disabling of access to, or the removal of, works or other subject matter uploaded by them.\(^{110}\)

To connect the dots between Article 14(1) of the DSA and Article 17(9) of the CDSMD, it is particularly important to recognize that the OCSSP liability regime established in Article 17 of the CDSMD constitutes a specific subsystem of platform regulation which complements the platform regimes in the DSA. According to Article 2(4)(b) of the DSA, the DSA rules are without prejudice to the rules laid down by “Union law on copyright and related rights.”\(^{111}\) The Explanatory Memorandum accompanying the initial DSA

---

\(^{106}\) Digital Services Act art. 14(1), 2022 O.J. (L 277). Further information and transparency obligations are listed elsewhere in Article 14, namely in paras (2), (3), (5), and (6).

\(^{107}\) Id. art. 14(1).

\(^{108}\) Id.

\(^{109}\) Examples can be found in the GDPR and Terrorist Content Regulation.

\(^{110}\) CDSMD art. 17(9), 2019 O.J. (L. 130).

\(^{111}\) Digital Services Act art. 2(4)(b), 2022 O.J. (L. 277). For an extensive analysis on this topic, see Alexander Peukert, Martin Hrusovec, Martin Kretschmer, Péter Mezei & João Pedro Quintais, *European Copyright Society – Comment on Copyright and the Digital Services Act Proposal*, 53 IIC-INTERNATIONAL REV. OF INTELL. PROP. & COMPETITION L. 358 (2022); João Pedro
Proposal explained the interplay between the DSA and more specific regimes, such as E.U. copyright law, as follows:

The proposed Regulation complements existing sector-specific legislation and does not affect the application of existing EU laws regulating certain aspects of the provision of information society services, which apply as *lex specialis*.

In this vein, Recital 11 of the DSA states that the OCSSP liability regime in Article 17 of the CDSMD establishes specific rules and procedures that should remain unaffected by DSA rules. Insofar as the CDSM Directive does not contain specific rules, however, the DSA rules are fully applicable. The two sets of legislation—the CDSMD and the DSA—thus complement each other.

Regarding the role of users in the human rights arena, this complementary character yields important insights: the legislature has confidently left the identification and correction of excessive content blocking to users. A relatively low number of user complaints, however, may be misinterpreted as an indication that content filtering hardly ever encroaches upon freedom of expression and information even though limited user activism may be due to overly slow and cumbersome procedures (as discussed in Section II.B.1). Instead of addressing this problematic concealment mechanism, the CJEU has confirmed the validity of the content moderation rules laid down in Article 17 of the CDSMD. The court even qualified elements of the problematic outsourcing and concealment strategy as valid safeguards against the erosion of freedom of expression and information. Instead of uncovering human rights risks, the court preferred to condone and stabilize the system (as discussed in Section II.B.2). Under these circumstances, only legislative countermeasures taken by E.U. Member States (as discussed in Section II.B.3) and content moderation assessments in audit reports (as discussed in Section II.B.4) give some hope that violations of human rights may finally be prevented despite the corrosive outsourcing and concealment scheme.


113. Quintais & Schwemer, supra note 111. See infra Section III.A contrasting the legal regimes applicable to OCSSPs and non-OCSSPs.

114. See infra Section II.B.2.

115. Id.
underlying the regulation of content moderation in the European Union (as discussed in Section III.B.5).

1. Reliance on User Complaints as Part of a Concealment Strategy

Article 17(9) of the CDSMD and Article 14(1) of the DSA both identify users as the primary addressees of information about content moderation systems and potential countermeasures. This regulatory model is not new. In *UPC Telekabel Wien*, the CJEU sought to ensure that, in the case of website blocking measures, the national courts in E.U. Member States would be able to carry out a judicial review. This, however, was only conceivable if a challenge was brought against the blocking measure implemented by an internet service provider:

Accordingly, in order to prevent the fundamental rights recognised by EU law from precluding the adoption of an injunction such as that at issue in the main proceedings, the national procedural rules must provide a possibility for internet users to assert their rights before the court once the implementing measures taken by the internet service provider are known.

Therefore, the rights assertion option for users served the ultimate purpose of paving the way for judicial review. In Article 17(9) of the CDSMD, this pattern reappears. Users can avail themselves of the option to instigate complaint and redress procedures at platform level and, ultimately, go to court. The DSA also contains specific user complaint and redress rights. Complementing Article 17(9) of the CDSMD, Article 20 of the DSA sets forth detailed rules for internal complaint handling on online platforms. Article 54 of the DSA confirms with regard to DSA obligations that users are entitled to compensation for any damage or loss they suffered due to an infringement of DSA obligations. As noted, one of these obligations follows from Article 14(4) of the DSA. This provision obliges platforms to apply content moderation measures in a proportionate manner—with due regard to freedom of expression and information. In addition, Article 86(1) of the DSA affords users the opportunity to mandate a non-profit body, organization, or

---

116. Regarding Article 14(1) DSA, see *supra* Section II.A.
117. CJEU, 27 March 2014, case C-314/12, UPC Telekabel Wien, ¶ 57.
118. CDSMD art. 17(9), 2019 O.J. (L 130). (“[W]ithout prejudice to the rights of users to have recourse to efficient judicial remedies. In particular, Member States shall ensure that users have access to a court or another relevant judicial authority to assert the use of an exception or limitation to copyright and related rights.”).
119. As to the complementary character of Article 20 DSA, see Article 2(4)(b) and Recital 11 DSA. For an extensive analysis of the combined application of CDSMD and DSA provisions, see Quintais & Schwemer, *supra* note 111; Peukert et al., *supra* note 111.
association to exercise their complaint, redress, and compensation rights on their behalf.\textsuperscript{120}

However, the broad reliance placed on user activism is surprising. Evidence from the application of the DMCA counter-notice system in the United States\textsuperscript{121} shows clearly that users are unlikely to file complaints in the first place.\textsuperscript{122} This is confirmed by data from recent transparency reports from the largest platforms.\textsuperscript{123} If users must wait relatively long for a result, it is foreseeable that a complaint-and-redress mechanism that depends on user initiatives is incapable of safeguarding freedom of expression and information. Moreover, an overly cumbersome complaint-and-redress mechanism may thwart user initiatives from the outset. While it cannot be ruled out that some users will exhaust the full arsenal of complaint, redress, and compensation options, it seems unrealistic to assume that user-complaint mechanisms have the potential of revealing the full spectrum and impact of free expression restrictions that result from automated content moderation systems. User complaints are unlikely to provide a complete picture.

In the context of UGC, it must also be considered that it is often crucial to react quickly to current news and film, book, and music releases. If the complaint and redress mechanism finally yields the insight that a lawful content remix or mash-up had been unjustifiably blocked, the window of relevance for the affected quotation or parody may already have passed.\textsuperscript{124} From this perspective, the elastic timeframe for complaint handling—“shall be processed

\textsuperscript{120} The provision requires that according to their statutes, these non-profit institutions must have a legitimate interest in safeguarding DSA rights and obligations.

\textsuperscript{121} As to this feature of the notice-and-takedown system in U.S. copyright law, see Peguera, supra note 9, at 481.

\textsuperscript{122} See Jennifer M. Urban & Laura Quilter, Efficient Process or “Chilling Effects”? Takedown Notices Under Section 512 of the Digital Millennium Copyright Act, 22 SANTA CLARA COMPUT. & HIGH TECH. L.J. 621 (2006) (showing that 30% of DMCA takedown notices were legally dubious, and that 57% of DMCA notices were filed against competitors). While the DMCA offers the opportunity to file counter-notices and rebut unjustified takedown requests, Urban and Quilter find that instances in which this mechanism is used are relatively rare. \textit{Cf.} the critical comments on the methodology used for the study and a potential self-selection bias arising from the way in which the analyzed notices have been collected by Frederick W. Mostert and Martin B. Schwimmer, \textit{Notice and Takedown for Trademarks}, 101 TRADEMARK REP. 249, 259–60 (2011).

\textsuperscript{123} \textit{See infra Section III.B.1.}

\textsuperscript{124} Apart from the time aspect, complaint systems may also be implemented in a way that discourages widespread use. \textit{Cf.} Perel & Elkin-Koren, supra note 105, at 507–8, 514. In addition, the question arises whether users filing complaints are exposed to copyright infringement claims in case the user-generated quotation, parody or pastiche at issue (which the user believes to be legitimate) finally proves to amount to copyright infringement. \textit{Cf.} Niva Elkin-Koren, \textit{Fair Use by Design}, 64 UCLA L. REV. 1092 (2017).
without undue delay”—gives rise to concerns. This standard differs markedly from an obligation to let blocked content reappear promptly. As Article 17(9) of the CDSMD also requires human review, it could delay a final decision on the infringing nature of content. Considering these features, the complaint-and-redress option may appear unattractive to users.

Instead of adequately addressing concerns about human rights deficits, reliance on user complaints, thus, adds another risk factor. The complaint-and-redress mechanism may allow authorities to hide behind a lack of user activism, even if this is caused by the cumbersome or slow nature of the process. Relatively few user complaints may be misinterpreted as evidence that no overblocking occurs, keeping human rights deficits under the radar. The oversimplified equation “no user complaint = no human rights problem” offers the opportunity to dress up an overly restrictive content moderation system as a success, and to disguise encroachments upon freedom of expression and information.

The outsourcing problem described in the preceding section—inappropriate reliance on OCSSPs and copyright holders as human rights guardians—is thus aggravated by overreliance on complaint and redress mechanisms that users are unlikely to embrace in the first place. By leaving the responsibility to safeguard freedom of expression to users, the legislator cultivates a culture of “concealing” human rights deficits. Even if users lodge a complaint, it must be considered that any redress remains an ex post measure. That is to say, a remedy that reinstates freedom of expression and information only after harm is done, namely harm in the form of unjustified content blocking and UGC impoverishment. The E.U. approach is thus deficient for at least two reasons: the outsourcing of the obligation to safeguard human rights to online platforms and the reliance on user activism to bring human rights violations to light.

2. Confirmation of the Outsourcing and Concealment Strategy in CJEU Jurisprudence

This outcome of the risk assessment raises the additional question whether other institutions in the platform governance arena could fulfil the role of human rights guardians more reliably. The judiciary seems the logical candidate. Interestingly, the CJEU already had the opportunity to discuss violations of freedom of expression and information that may arise from content moderation under Article 17 of the CDSMD. In Poland v. Parliament and Council, the Republic of Poland had brought an annulment action arguing

---

125. CDSMD art. 17(9), 2019 O.J. (L 130).
126. Cf. Senftleben, supra note 17, at 484.
that OCSSPs were bound under Articles 17(4)(b) and (c) of the CDSMD to carry out preventive—ex ante—monitoring of all user uploads.\textsuperscript{127} To fulfil this Herculean task, they had to employ automatic filtering tools. In Poland’s view, E.U. legislation imposed this preventive monitoring obligation on OCSSPs “without providing safeguards to ensure that the right to freedom of expression and information is respected.”\textsuperscript{128} The contested provisions thus constituted a limitation on the exercise of the fundamental right to freedom of expression and information, which respected neither the essence of that right nor the principle of proportionality. Hence, the filtering obligations arising from Article 17 of the CDSMD could not be regarded as justified under Article 52(1) of the CFR.\textsuperscript{129}

Discussing these annulment arguments, the CJEU pointed out that prior review and filtering of user uploads creates the risk of limiting a central avenue for the online dissemination of UGC. The filtering regime in Articles 17(4)(b) and (c) of the CDSMD imposes a restriction on the ability of users to exercise their right to freedom of expression and information which is guaranteed by Article 11 of the CFR and Article 10 of the European Convention on Human Rights (ECHR).\textsuperscript{130} However, the court considered that such a limitation meets the requirements set forth in Article 52(1) of the CFR—mandating that any limitation on the exercise of the right to freedom of expression and information is legally established and preserves the essence of those freedoms.\textsuperscript{131} The court was satisfied that the limitation arising from the filtering obligations in Article 17 of the CDSMD can be deemed justified in the light of the legitimate objective to ensure a high level of copyright protection to safeguard the right to intellectual property enshrined in Article 17(2) of the CFR.\textsuperscript{132}

More specifically, the court identified no less than six freedom of expression safeguards in the regulatory design of Article 17 of the CDSMD which, in the court’s view, give sufficient reassurance that freedom of expression and information will not be unduly curtailed. A key aspect in this assessment is the first point. The court assumed that the introduction of automated content filtering tools would not prevent users from uploading


\textsuperscript{128} Id. ¶ 24.

\textsuperscript{129} Id. ¶ 24.

\textsuperscript{130} Id. ¶¶ 55, 58, 82.

\textsuperscript{131} Id. ¶ 63 (referring to the principle of proportionality).

\textsuperscript{132} Id. ¶ 69.
lawful content, including UGC containing traces of protected third-party material that was permissible under statutory exceptions to copyright.\textsuperscript{133} In this context, the court recalled its earlier ruling in \textit{Sabam v. Netlog} from which it followed that:

\begin{quote}
a filtering system which might not distinguish adequately between unlawful content and lawful content, with the result that its introduction could lead to the blocking of lawful communications, would be incompatible with the right to freedom of expression and information, guaranteed in Article 11 of the Charter, and would not respect the fair balance between that right and the right to intellectual property.\textsuperscript{134}
\end{quote}

Hence, the court was confident that, in the light of its case law, OCSSPs would refrain from introducing content filtering measures unless these systems could reliably distinguish between lawful parody and infringing verbatim copying; in other words, unless they could leave lawful uploads unaffected.\textsuperscript{135}

The court’s second point addresses statutory exceptions to copyright more directly. In line with earlier decisions, the CJEU confirmed that copyright limitations supporting freedom of expression, such as the right of quotation and the exemption of parody, constitute “user rights.”\textsuperscript{136} To avoid the dismantling of these free expression strongholds, E.U. Member States have to ensure that automated filtering measures do not deprive users of their freedom to upload content created for the purposes of quotation, criticism, review, caricature, parody, or pastiche.\textsuperscript{137} On this point the judgment endorsed, by

\textsuperscript{133} \textit{Id.} ¶ 86.

\textsuperscript{134} \textit{Id.} ¶ 86. \textit{Cf. CJEU, 16 February 2012, case C-360/10, Sabam v. Netlog, ¶ 50–51.}

\textsuperscript{135} \textit{CJEU, 26 April 2022, case C-401/19, Poland v. Parliament and Council, ¶ 86.}


reference, the Advocate General Opinion stating that filters “must not have the objective or the effect of preventing such legitimate uses,” and that providers must “consider the collateral effect of the filtering measures they implement,” as well as “take into account, ex ante, respect for users’ rights.”

As a third aspect that mitigates the corrosive effect of Articles 17(4)(b) and (c) of the CDSMD on freedom of expression and information, the court pointed out that the filtering machinery was only set in motion on the condition that rightholders provide platforms with the “relevant and necessary information” concerning protected works that should not become available on the UGC platform. In the absence of such information, OCSSPs would not be led to make content unavailable.

The fourth point highlighted by the court was the clarification in Article 17(8) of the CDSMD that no general monitoring obligation was intended. The fifth point was the complaint-and-redress mechanism allowing users to bring unjustified content blocking to the attention of the platform provider. Finally, the court recalled that Article 17(10) of the CDSMD tasks the European Commission with organizing stakeholder dialogues to ensure a uniform mode of OCSSP/rightholder-cooperation across Member States and establish best filtering practices in the light of industry standards of professional diligence.

Qualifying all six aspects as valid safeguards against an erosion of freedom of expression and information, the court concluded that the design of Article 17 of the CDSMD includes appropriate countermeasures to survive the
annulment action brought by the Republic of Poland.\textsuperscript{144} Still, the court cautioned E.U. Member States, as well as their authorities and courts, that when transposing and applying Article 17 of the CDSMD, they have to do so in a fundamental rights-compliant manner.\textsuperscript{145}

Undoubtedly, the \textit{Poland} decision is a milestone that contains several important clarifications. In particular, the court stated unequivocally that for an automated content filtering system to be deemed permissible, it must be capable of distinguishing lawful from unlawful content.\textsuperscript{146} The court pointed out that OCSSPs cannot be required to prevent the uploading and making available of content which, in order to be found unlawful, requires an independent copyright assessment, including on the scope of statutory exceptions.\textsuperscript{147} Hence, it could not be ruled out that, in cases raising complex copyright questions, rightholders can only avoid the availability of unauthorized content by sending a robustly substantiated notification—providing “sufficient information to enable the [OCSSP] to satisfy itself, without a detailed legal examination, that the communication of the content at issue is illegal and that removing that content is compatible with freedom of expression and information.”\textsuperscript{148} In light of previous case law and the current market and technological reality, the \textit{Poland} decision can be understood to establish that only content that is “obviously” or “manifestly” infringing (and content that is “equivalent” to these evident risk categories) may be subject to content filtering measures with an effect ex ante—in the sense of preventing the appearance on the online platform from the outset.\textsuperscript{149}

However, in light of the above-described human rights risks arising from the outsourcing and concealment strategy underlying Article 17 of the CDSMD, the \textit{Poland} ruling is disappointing. A critical assessment of the regulatory scheme is missing. The court did not unmask the human rights risks that, as explained in the preceding section, are inherent in the heavy reliance on industry cooperation. The court also refrained from reflecting on human rights risks that could arise from the ineffectiveness of complaint and redress mechanisms for users. Instead of exposing the outsourcing and concealment strategy and addressing human rights deficits, the court rubberstamped both the broader regulatory design and its individual elements. By singling out no

\textsuperscript{144} CJEU, 26 April 2022, case C-401/19, Poland v. Parliament and Council, ¶ 98.
\textsuperscript{145} \textit{Id.} ¶ 99.
\textsuperscript{146} \textit{Id.} ¶ 86.
\textsuperscript{147} \textit{Id.} ¶ 90. \textit{Cf.} CJEU, 3 October 2019, case C-18/18, Glawischnig-Piesczek, ¶¶ 41–46.
\textsuperscript{148} CJEU, 26 April 2022, case C-401/19, Poland v. Parliament and Council, ¶ 92; CJEU, 22 June 2021, YouTube and Cyando, C-682/18 and C-683/18, ¶ 116.
\textsuperscript{149} Concluding similarly, see QUINTAIS ET AL., \textit{supra} note 25.
less than six aspects of Article 17 of the CDSMD and declaring them valid safeguards against violations of freedom of expression and information, the court readily accepted several aspects of the Article 17 scheme that create the outsourcing and concealment risks discussed above.

This central problem of uncritical rubberstamping in the Poland decision clearly comes to the fore when the six free expression safeguards are re-evaluated in the light of the above-described outsourcing and concealment risks. Regarding the necessity of distinguishing between lawful and unlawful content uploads, a platform reality check is sought in vain in the judgment. From a legal-theoretical perspective, the CJEU’s assumption that filtering systems must not be applied if they cannot reliably distinguish permitted transformative uses from infringing verbatim copying may be correct. But this view does not account for the lack of incentives for platforms to refrain from the employment of unsophisticated overblocking systems in practice. The court does not even reflect on the fact that, instead of discouraging the use of excessive filtering machines, the direct liability risk evolving from Article 17(1) of the CDSMD provides a strong impulse to implement automated filtering systems, regardless of their capacity to distinguish between lawful and unlawful content.

Overblocking allows platforms to escape direct liability and avoid lengthy and costly lawsuits. The only risk from excessive filtering is that platforms must deal with user complaints which are unlikely to come in large numbers. Practically speaking, the implementation of an underblocking approach to safeguard freedom of expression is unlikely. In its pure universe of legal-theoretical assumptions, the court may assume that content filtering will only occur when automated systems can separate the wheat from the chaff. To whitewash the Article 17 approach based on such unrealistic assumptions, however, creates a human rights risk of its own.

The inclusion of rightholder notifications in the list of effective free expression safeguards, the third safeguard recognized by the court, also creates a human rights risk. As noted above, nothing prevents copyright owners from notifying long lists—entire catalogues—of protected works as reference files. Adding up all repertoire notifications, it seems naïve to assume that the notification mechanism in Article 17(4)(b) will not lead to a filtering volume that is comparable with the general filtering obligation which the court prohibited in Sabam v. Netlog. From this perspective, the ban on general filtering obligations in Article 17(8) (the fourth safeguard identified by the

150. CJEU, 26 April 2022, case C-401/19, Poland v. Parliament and Council, ¶ 86.
151. Id. ¶ 86; CJEU, 16 February 2012, case C-360/10, Sabam v. Netlog, ¶¶ 50–51.
court) can also be unmasked as mere cosmetics. The fifth safeguard which the court accepted is the complaint-and-redress mechanism that causes the corrosive concealment risk described above. The sixth and final safeguard—stakeholder dialogues seeking to establish best practices—is a toothless tiger. Article 17(10) is silent on measures which the Commission could take to enforce the best practices guidelines following from meetings with stakeholders. It remains unclear why the court is willing to accept this as a valid free expression safeguard.

On balance, the court has missed an important opportunity to reveal and address human rights risks that arise from outsourcing and concealment elements of Article 17 of the CDSMD. As a reference point for its assessment of human rights risks, the court has chosen the most favorable interpretation of Article 17 features. It has assumed that platforms would only employ moderation systems capable of adequately distinguishing between lawful and unlawful content. The court qualified the rightholder obligation to provide information on protected works as a limiting factor that could reduce the impact of the content filtering machinery, etc. Adopting this approach, the court refused to consider the practical reality of industry cooperation. It also overlooked the impact of the overblocking incentive resulting from the risk of direct liability for infringing UGC. As a result, the court has made itself an accomplice in the outsourcing and concealment strategy that puts freedom of expression and information at risk.

3. Member State Legislation Seeking to Safeguard Transformative UGC

The foregoing critique of the six free expression safeguards which the CJEU identified in its Poland decision did not address the second point made by the court: the obligation placed on E.U. Member States to ensure that transformative UGC—consisting of quotations, parodies, pastiches, etc.—survives the blocking by automated content filtering systems. The reason for this omission is simple: in contrast to other aspects which the court discussed, this element appears as a valid safety valve that could effectively safeguard freedom of expression and information in practice. This insight, however, does not change the critical assessment of the Poland judgment. With regards to outsourcing and concealment, the decision remains a missed opportunity to address and minimize human rights risks.

As to the valid second point in the Poland phalanx of free expression safeguards—the obligation to preserve copyright limitations for creative remix
activities—Article 17(7) of the CDSMD plays a central role. The provision leaves no doubt that E.U. Member States are expected to ensure that automated content filtering does not submerge areas of freedom that support the creation and dissemination of transformative user productions that are uploaded to UGC platforms. The second paragraph of Article 17(7) reads as follows:

Member States shall ensure that users in each Member State are able to rely on any of the following existing exceptions or limitations when uploading and making available content generated by users on online content-sharing services:

(a) quotation, criticism, review;
(b) use for the purpose of caricature, parody or pastiche.

The formulation “shall not result in the prevention” and “shall ensure that users . . . are able” give copyright limitations for “quotation, criticism, review” and “caricature, parody or pastiche” an elevated status. In Article 5(3)(d) and (k) of the Information Society Directive 2001/29/EC ("InfoSoc Directive"), these use privileges were only listed as limitation prototypes which E.U. Member States are free to introduce (or maintain) at the national level. The adoption of a quotation right and an exemption of caricature, parody, or pastiche remained optional. Article 17(7) of the CDSMD, however, transforms these use privileges into mandatory breathing space for transformative UGC, at least in the specific context of OCSSP content moderation.

154. CDSMD art. 17(7), 2019 O.J. (L 130).
157. Id. art. 5(3)(k).
Under Article 17(7) of the CDSMD, E.U. Member States are the guardians of these user rights. This regulatory decision comes as a welcome surprise. In contrast to the prevailing preference for solutions based on outsourcing (passing on human rights responsibilities to private entities) and concealment (relying on user complaints to remedy human rights deficits), Article 17(7) entrusts the Member States with the important task of guaranteeing (“shall ensure”) that, despite content filtering on platforms, users can share creations made for the purposes of “quotation, criticism, review” and “caricature, parody or pastiche.”

In this regard, the Poland decision adds an important nuance. Namely, the CJEU qualified the complaint and redress mechanisms mandated by Article 17(9) of the CDSMD as additional safeguards against content overblocking:

the first and second subparagraphs of Article 17(9) of Directive 2019/790 introduce several procedural safeguards, which are additional to those provided for in Article 17(7) and (8) of that directive, and which protect the right to freedom of expression and information of users of online content-sharing services in cases where, notwithstanding the safeguards laid down in those latter provisions, the providers of those services nonetheless erroneously or unjustifiably block lawful content.159

Hence, user complaint mechanisms evolving from Article 17(9) only constitute additional ex post measures. As they allow corrections of wrong filtering decisions only after the harm has occurred, they can hardly be considered sufficient per se. First and foremost, it is necessary to have ex ante mechanisms in place that allow permissible content uploads—quotations, parodies, pastiches, etc.—to survive automated content scrutiny. This is an important guideline for E.U. Member States. Implementing Article 17, they must ensure that UGC containing quotations, criticism, review, caricatures, parodies, or pastiches160 appear directly on the platform.

In addition to limiting the scope of permissible filtering to “manifestly infringing” or “equivalent” content (discussed above), this goal can be achieved in practice by introducing mandatory flagging options for users. To ensure ex ante content availability—without exposure to filtering—domestic legislation in E.U. Member States can enable users to mark quotations,

159. Id. ¶ 93.
160. CDSMD art. 17(7), 2019 O.J. (L 130).
parodies, pastiches, etc. as permissible content uploads and oblige OCSSPs to make these uploads directly available on their platforms. An example of national legislation following this approach can be found in Germany.\textsuperscript{161} Seeking to avoid disproportionate UGC blocking, Section 9(1) of the German Act on the Copyright Liability of Online Content Sharing Service Providers imposes a “must-carry” obligation on OCSSPs regarding “uses presumably authorised by law.”\textsuperscript{162} In practice, this means that the platform provider must communicate UGC in this category to the public until a potential complaint procedure establishes that the content infringes copyright. Under Section 11(1) of the German legislation, the OCSSP is also bound to “enable the user to flag the use as authorised by law pursuant to section 5.”\textsuperscript{163} Section 5(1) clarifies in this context that quotations, caricatures, parodies, pastiches, etc. are forms of use that are authorized by law. Finally, Section 9(2) stipulates that UGC is rebuttably presumed to fall within the privileged must-carry category when it:

(1) contains less than half of a work or several works by third parties,

(2) combines the part or parts of a work referred to in no. 1 with other content, and

(3) uses the works of third parties only to a minor extent (section 10) or is flagged as legally authorised (section 11).\textsuperscript{164}

Section 9(2) also clarifies that images may be used in this context in their entirety in accordance with Sections 10 and 11 of the German legislation.

As already indicated, Member State legislation of this kind is of particular importance. It provides an essential counterbalance to the predominant outsourcing and concealment logic underlying Article 17 of the CDSMD. As it puts the responsibility back into the hands of the State, the “shall” obligation in Article 17(7) can be qualified as the most promising safeguard against inroads into freedom of expression and information. The Member State responsibility following from this obligation constitutes the only “real” human rights safeguard binding state power directly instead of shifting the responsibility to a private party.

Alarmingly, however, the central importance of the State responsibility arising from Article 17(7) seems to have escaped the attention of most E.U.

\textsuperscript{161} See §§ 11(1), no. 1 and 3, 9(1) and (2), and 5(1) of the German Act on the Copyright Liability of Online Content Sharing Service Providers, https://www.gesetze-im-internet.de/englisch_urhdag/index.html (providing an English translation).
\textsuperscript{162} Id. § 9(1).
\textsuperscript{163} Id. § 11(1).
\textsuperscript{164} Id. § 9(2).
Member States. The German implementation model has not become widespread. Instead, many Member States opted for a national transposition that does not offer users specific legal tools, such as statutory flagging options, to benefit from the exemption of quotations, parodies, pastiches, etc.\(^{165}\) The Netherlands, for instance, gave preference to a literal implementation of Article 17. Effective ex ante mechanisms—capable of placing quotations, parodies, pastiches, etc. beyond the reach of content filtering systems from the outset—are sought in vain. Instead, the Dutch legislator places reliance on complaint and redress mechanisms even though this legal instrument only allows users to take measures ex post: after quotations, parodies, pastiches, etc. have been filtered out and the UGC spectrum has been impoverished.\(^{166}\)

Considering the Poland decision, it is doubtful that this implementation approach is adequate. As explained, the CJEU characterized ex post complaint and redress mechanisms as additional safeguards that supplement—but cannot replace—ex ante safeguards, such as the statutory flagging options in Germany and legislation that sets clear limits to the scope of permissible filtering.\(^{167}\)

4. European Commission Taking Action on the Basis of Audit Reports

As many E.U. Member States seem reluctant to translate their human rights responsibility under Article 17(7) of the CDSMD into statutory ex ante mechanisms that immunize quotations, parodies, pastiches, etc. from content filtering measures, it is important to look beyond the rules in the CDSM Directive. As noted, it is possible to factor DSA provisions into the equation when the CDSM Directive does not contain more specific rules.\(^{168}\) A legal tool in the DSA that does not appear in the CDSM Directive is the possibility for the executive power to exercise control over content moderation systems based on audit reports. This alternative redress avenue for public authorities seeking to fulfil a watchdog function ex officio has been developed in Article 37 of the DSA.

---

\(^{165}\) For studies of national implementations of Article 17, see QUINTAIS ET AL., supra note 25; CHRISTINA ANGELOPOULOS, ARTICLES 15 & 17 OF THE DIRECTIVE ON COPYRIGHT IN THE DIGITAL SINGLE MARKET COMPARATIVE NATIONAL IMPLEMENTATION REPORT (2022).

\(^{166}\) Article 29c(7) of the Dutch Copyright Act (Auteurswet), https://wetten.overheid.nl/BWBR0001886/2022-10-01.

\(^{167}\) CJEU, 26 April 2022, case C-401/19, Poland v. Parliament and Council, ¶ 93. As to the German legislation, see the description above and German Act on the Copyright Liability of Online Content Sharing Service Providers, §§ 11(1), no. 1 and 3, 9(1) and (2), 5(1).

\(^{168}\) Digital Services Act recital 11, art. 2(4)(b) 2022 O.J. (L 277).
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With respect to very large online platforms (VLOPs) and very large online search engines (VLOSEs), Article 37(1) of the DSA orders annual audits to assess compliance, among other things, with the due diligence obligations set forth in Chapter III of the DSA. Interestingly, one of the obligations laid down therein concerns the “diligent, objective and proportionate” application of content moderation systems in line with Article 14(4) of the DSA. Supplementing the complaint and redress system of Article 17(9) of the CDSMD that depends on user initiatives, Article 37 of the DSA may thus offer an important alternative basis that allows the executive power to prevent human rights violations.

Article 37(3) of the DSA ensures that organizations establishing the audit report are independent from the VLOPs and VLOSEs under examination. In particular, it prevents organizations from performing an audit when they have a conflict of interest with the VLOP or VLOSE concerned, or with a legal person connected to that service provider. The audit report must contain an opinion—in the categories “positive,” “positive with comments,” and “negative”—on whether the VLOP or VLOSE has complied with the obligations and commitments under Chapter III of the DSA, including the above-described human rights and proportionality obligations laid down in Article 14(1) and (4) of the DSA. If the audit opinion is not “positive,” auditors are bound to include operational recommendations and specify the measures necessary to achieve compliance. They must also recommend a timeframe for achieving compliance. In such a case, the VLOP or VLOSE concerned must adopt, within one month from receiving the recommendations, an audit implementation report. If the provider does not intend to implement the operational recommendations, it must give reasons

169. In accordance with Article 33(1) DSA, an online platform is qualified as a VLOP when it has a number of average monthly active service recipients in the European Union that is equal to, or higher than, 45 million, and has been designated as a VLOP by the European Commission pursuant to Article 33(4) DSA.

170. In accordance with Article 33(1) DSA, a search engine is qualified as a VLOSE when it has a number of average monthly active service recipients in the European Union that is equal to, or higher than, 45 million, and has been designated as a VLOSE by the European Commission pursuant to Article 33(4) DSA.
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for not doing so and set out alternative measures that it has taken to address
the instances of non-compliance identified in the audit report.\textsuperscript{175}

As to the role of the European Commission, Article 42(4) of the DSA is
of particular importance. This provision obliges VLOPs and VLOSEs to
transmit audit reports and audit implementation reports to the Commission
without undue delay. If, based on this information, the Commission suspects
a VLOP or VLOSE of infringing Article 14 of the DSA, it can initiate
proceedings pursuant to Article 66(1) of the DSA. It may request further
information, conduct interviews, and inspect premises to learn more about the
suspected infringement.\textsuperscript{176} In case of a “risk of serious damage for the
recipients of the service,” Article 70(1) of the DSA entitles the Commission to
order interim measures on the basis of a prima facie finding of infringement.
If the Commission finally establishes non-compliance with “the relevant
provisions of this Regulation”—including the human rights safeguards in
Article 14(4) of the DSA—in a decision pursuant to Article 73(1) of the DSA,
it may impose fines of up to six percent of the VLOP’s or VLOSE’s total
worldwide annual turnover in the preceding financial year.\textsuperscript{177} For the
imposition of fines, Article 74(1) of the DSA requires a finding that the service
provider under examination has infringed Article 14(4) of the DSA
intentionally or negligently.

Considering this cascade of possible Commission actions, the potential of
the audit mechanism in Article 37 of the DSA must not be underestimated.
The audit system may be an important addition to the canon of norms in the
CDSM Directive and, in particular, a promising counterbalance to
outsourcing/concealment risks arising from the regulatory design of Article 17
of the CDSMD. Like the Member State legislation discussed in the preceding
section, Commission interventions evolving from the problem analysis in an
audit report are welcome departures from the strategy to pass on human rights
responsibilities to platforms or users. Namely, the state power itself—in this
case the Commission as the executive body of an international
intergovernmental organization—remains directly responsible for detecting
and remediing human rights deficits.

A potential blind spot of the described audit cascade leading to
investigations, however, is this: in order to offer sufficient starting points for
Commission action, audit reports addressing content moderation systems
must go beyond a general problem analysis. The audit opinion must
convincingly discuss a platform’s failure to satisfy human rights obligations

\textsuperscript{175}. \textit{Id.} art. 37(6).
\textsuperscript{176}. \textit{Id.} arts. 67–69.
\textsuperscript{177}. \textit{Id.} art. 74(1).

\section*{C. 
OUTSOURCING AND CONCEALMENT STRATEGY PUTTING HUMAN RIGHTS AT RISK}

On balance, the closer inspection of content moderation rules in the CDSM Directive and the DSA confirms a worrying tendency of reliance on industry cooperation and user activism to safeguard human rights. Both exceptions to the rule of outsourcing to private entities—the transformative use safeguard in Article 17(7) of the CDSMD and the audit system evolving from Article 37 of the DSA—are currently underdeveloped. E.U. Member States have not consistently taken specific legislative action to protect transformative UGC from content filtering measures. The success of the DSA cascade of interventions—from audit reports to non-compliance decisions and fines\footnote{179. Digital Services Act arts. 66–74, 2022 O.J. (L 277).}—is unclear. Therefore, it would be premature to sound the all-clear based on these opportunities to engage state power itself in initiatives to uphold human rights.

While this outcome of the foregoing analysis already darkens the horizon, the discussion of human rights risks arising from outsourcing and concealment strategies would be incomplete without shedding light on how these strategies work out in practice. When content moderation systems detect traces of protected third-party material in UGC, the most common rightholder reaction is not the blocking of the content at issue. Instead, rightholders often opt for “monetization”—the opportunity to garner advertising revenue that accrues from the continued online availability of UGC. Surprisingly, the monetization mechanism largely remains uncharted territory in both the CDSM Directive and the DSA. Hence, the question arises whether human rights risks emerging from inappropriate outsourcing and concealment schemes are particularly strong in this area. We turn to this issue in the following chapter.
III. CASE STUDY: ALGORITHMIC MONETIZATION OF USER-GENERATED CONTENT

UGC monetization is a largely underexplored but a highly relevant copyright content moderation action in practice.\textsuperscript{180} Although not initially obvious, monetization has important human rights dimensions, and therefore offers a good case study of regulatory outsourcing and concealment tendencies. Transparency reports from the largest platforms suggest that monetization is a popular—perhaps the most popular—moderation action taken by rightholders that have access to platforms’ content recognition tools. Despite this, the CDSM Directive largely ignores the topic, and the DSA only tackles it at a superficial level, mostly by outsourcing its regulation to private parties (as discussed in Section III.A). This regulatory design has enabled the emergence of copyright management systems and practices that allow platforms and the largest rightholders to dictate the terms of this crucial form of exploitation of copyrighted content. The workings of these systems are mostly concealed behind complex terms and conditions and opaque algorithmic systems.

Our analysis of the visible parts of these mechanisms, however, suggests that they work in ways that are partly contrary to E.U. copyright law, and mostly to the detriment of individual UGC creators (as discussed in Section III.B). The combination of a lax regulatory framework and the resulting monetization practices leads to a host of problems, including the lack of a proper legal basis for monetization of transformative UGC by third-party rightholders, the lack of remuneration for user creativity, and the misappropriation of monetary rewards by larger copyright holders. These problems translate into three human rights deficits: (1) the appropriation and exploitation of transformative UGC based on the exclusive rights of third parties while failing to notice copyright limitations that support freedom of expression; (2) the violation of copyright of UGC creators even though this copyright, just like the copyright of larger rightholders, falls under the fundamental right to property; and (3) the discriminatory treatment of these creators as compared to larger rightholders (as discussed in Section III.C).

THE CASE OF UGC MONETIZATION

A. UGC MONETIZATION BETWEEN E.U. COPYRIGHT LAW AND THE DSA

This Section highlights how monetization of UGC by platforms, despite its economic significance, remains a relatively unregulated space in E.U. copyright law. We start by conceptualizing monetization as a type of content moderation action from a legal perspective (in Section III.A.1). We then explain how the E.U. copyright acquis does not directly regulate UGC monetization in the CDSM Directive, leaving the matter mostly to private ordering of platforms and their users (as discussed in Section III.A.2). Finally, after clarifying how the DSA applies to copyright hosting platforms (OCSSPs or not), we explore whether the DSA places any constraints on this private ordering (as discussed in Section III.A.3). Our conclusion is that both the CDSMD and the DSA mostly outsource the regulation of UGC monetization to private parties. Section III.B then examines this outsourcing exercise in practice. The last analysis, in Section III.C, discusses the human rights deficits it creates for users and the public.

1. Monetization as Content Moderation

To understand how the monetization of UGC enjoying copyright protection (“copyrighted UGC”) is regulated in E.U. law, it is helpful to place that action within the broader context of “content moderation.” The concept of content moderation is for the most part not clearly defined in literature and is used to describe a wide spectrum of platform activities. Some authors view content moderation as a broad set of governance mechanisms that facilitate cooperation and prevent abuse,181 while others describe it as the organized practice of screening UGC to determine its appropriateness to a particular context or set of constraints.182 The term has also been defined as the set of practices that online platforms use to screen, rank, filter, and block UGC,183 or as the detection, assessment, and intervention taken on content or behavior deemed unacceptable by platforms or other information intermediaries.184

---


Some authors offer narrower definitions linked to the technical action taken by a service provider, viewing content moderation systems as those that classify UGC using either matching or prediction, resulting in a decision and subsequent governance outcome, such as content removal, geo-blocking, or account takedown.\textsuperscript{185} Finally, some authors define content moderation from the perspective of the remedies associated with it, including those against individual content items or against an online account, those consisting of visibility restrictions, and those imposing financial consequences, among others.\textsuperscript{186}

Existing scholarly analysis of content moderation has been carried out in the absence of legal definitions of the concept in both U.S. and E.U. law. In a significant legal innovation, the DSA now advances a legal definition of “content moderation” as

the activities, whether automated or not, undertaken by providers of intermediary services, that are aimed, in particular, at detecting, identifying and addressing illegal content or information incompatible with their terms and conditions, provided by recipients of the service, including measures taken that affect the availability, visibility, and accessibility of that illegal content or that information, such as demotion, demonetisation, disabling of access to, or removal thereof, or that affect the ability of the recipients of the service to provide that information, such as the termination or suspension of a recipient’s account.\textsuperscript{187}

The definition covers, firstly, activities by various types of intermediaries across the technology “stack”; not only online platforms, but also providers of other types of “intermediary services,” such as “mere conduit” and “caching,”\textsuperscript{188} as well as—in theory—“online search engines.”\textsuperscript{189} Secondly, content moderation involves actions taken with the specific purpose of


\textsuperscript{187} Digital Services Act art. 3(t), 2022 O.J. (L 277).

\textsuperscript{188} Defined in Article 3(g) DSA. In the engineering community, networks often are described in layers, which each relate to a separate functional level of the network. \textit{Cf.}, e.g., OSI Model, \textsc{Wikipedia}, https://en.wikipedia.org/w/index.php?title=OSI_model&oldid=1072600519 (describing the Open Systems Interconnection model).

\textsuperscript{189} We say in theory because although the definition of “intermediary services” in Article 3(g) DSA does not list “online search engines,” the definition of the latter in Digital Services Act art 3(j), 2022 O.J. (L 277) does mention that they are a type of intermediary service.
detecting, identifying, and addressing “illegal content” or information that is incompatible with the terms and conditions of intermediary service providers. Such content (or part of it) is sometimes referred to as “harmful” or “lawful but awful.” Thirdly, the content in question must be provided by the “recipients of the service,” i.e., originate from the user rather than the provider itself. “Online platforms”—the type of intermediary we are interested in—mainly involve content uploaded by users that we here refer to as UGC.

The DSA’s definition is not exhaustive. It encompasses a general clause and various types of examples. The general clause states that content moderation encompasses measures that impact the availability, visibility, and accessibility of illegal content or information. Subsequently, two sets of examples of such measures are provided. The first set of measures pertains to content or information, such as the demotion, demonetization, disabling access, and removal thereof. Whereas content-level measures of disabling access and removal are restrictions on availability or accessibility, measures such as demotion and demonetization are closer to restrictions on visibility and therefore closer to what has been referred to in scholarship and practice as “shadow banning.” The second set exemplifies measures that pertain to the user or account, such as the termination or suspension of the user’s account, i.e., temporary or permanent “de-platforming.”

The following figure provides a schematic overview of the definition.

---

190. Defined in Digital Services Act art. 3(h), 2022 O.J. (L 277).
192. Defined in Digital Services Act art. 3(b), 2022 O.J. (L 277); see also Article 3(p), (q) (defining, respectively, “active recipient of an online platform” and “active recipient of an online search engine”).
193. Defined in id. art. 3(j), 2022 O.J. (L 277).
194. West, supra note 182; Kelley Cotter, “Shadowbanning is Not A Thing”: Black Box Gaslighting and the Power to Independently Know and Credibly Critique Algorithms, INFO., COMM’CN & SOC’Y 1 (2021); Laura Savolainen, The Shadow Banning Controversy: Perceived Governance and Algorithmic Folklore, 44 MEDIA, CULTURE & SOC’Y 1091 (2022); Paddy Leerssen, An End to Shadow Banning? Transparency Rights in the Digital Services Act Between Content Moderation and Curation, 48 COMPUT. L. & SEC. REV. 105790 (2023). The DSA describes visibility restrictions in Recital 55 as those that “may consist in demotion in ranking or in recommender systems, as well as in limiting accessibility by one or more recipients of the service or blocking the user from an online community without the user being aware (‘shadow banning’).”
195. On the concept of “de-platforming,” see Shagun Jhaver, Christian Boylston, Diyi Yang & Amy Bruckman, Evaluating the Effectiveness of Deplatforming as a Moderation Strategy on Twitter, 5 PROC. ACM HUM.-COMPUT. INTERACT. 381 (2021); Richard Rogers, Deplatforming: Following Extreme Internet Celebrities to Telegram and Alternative Social Media, 35 EUR. J. COMM’CN 213 (2020); Helen Innes & Martin Innes, De-Platforming Disinformation: Conspiracy Theories and Their Control, INFO., COMM’CN & SOC’Y 1 (2021).
The conceptual framework provided by this definition is useful to examine the regulation of copyrighted UGC. With some degree of certainty, it helps to map out what types of content moderation actions are currently regulated in E.U. copyright law, what actions are in a legal grey area, and what actions are wholly unregulated. As we shall see, this determination is also crucial to identify which parts of the more general complementary DSA framework may apply to copyright content moderation actions by platforms in addition to the specific rules of the copyright acquis. Our main argument in the following analysis is that monetization of copyrighted UGC on online platforms is largely unregulated by E.U. copyright law. Considering the content moderation concept underlying the DSA, however, it can be said that it falls within the scope of the DSA’s content moderation rules.

2. E.U. Copyright Law and Monetization

We have discussed supra the basic workings of Article 17 of the CDSMD, as well as related issues of outsourcing (in Section II.A) and concealment (in Section II.B), which lead to human rights deficits. Here, we merely wish to point out that from a copyright content moderation perspective, Article 17 mainly regulates filtering, blocking and takedown actions for UGC in relation to which copyright owners have provided “relevant and necessary
information” or a “sufficiently substantiated notice.” It does not contain specific rules on other types of content moderation actions, such as restrictions on visibility of content or monetization of UGC that is not covered by licensing deals.

Then, the question that arises is whether other provisions in the CDSM Directive could apply to the monetization of UGC. In this respect, two provisions—on fair remuneration and transparency—can theoretically be considered, although neither is a particularly good fit for UGC monetization.

The first provision is Article 18 of the CDSMD, which establishes the principle that creators (authors and performers) who license their works or subject matter must receive appropriate and proportionate remuneration. In the context of OCSSPs, one could imagine that this principle could protect UGC creators against abusive remuneration practices by platforms. However, whereas such a principle clearly applies to remuneration paid to creators in the context of licensing deals evolving from Article 17(1) of the CDSMD, it is harder to see how it can be operationalized vis-à-vis unlicensed content that is subsequently monetized through advertisement on the platform. This type of use and remuneration was not envisioned in the preparatory works of the Directive or, to the best of our knowledge, discussed during the legislative process. Before Article 17 was adopted, this practice also largely occurred in the shadow of the hosting safe harbor, in a context where platforms that complied with a notice-and-takedown regime were not directly liable for the UGC they hosted.

---

196. CDSMD art. 17(4)(b),(c), 2019 O.J. (L 130).
197. See QUINTAIS ET AL., supra note 25 (reaching a similar conclusion).
198. CDSMD arts. 18, 19, 2019 O.J. (L 130). These provisions may apply in the context of UGC since users-creators enter into non-exclusive license agreements with platforms to exploit uploaded content on their services, including for monetization purposes. See João Pedro Quintais, Giovanni De Gregorio & João C. Magalhães, How Platforms Govern Users’ Copyright-Protected Content: Exploring the Power of Private Ordering and its Implications, 48 COMPUT. L. & SEC. REV. 105792 (2023).
199. Member States have discretion on the mechanism to adopt when implementing this principle, as long as it complies with E.U. law. See CDSMD recital 73 2019 O.J. (L 130) (a lump sum payment may amount to proportionate remuneration “but it should not be the rule”).
The second provision is Article 19 of the CDSMD, which imposes a transparency obligation on licensees or transferees of works or performances to provide creators with detailed information on the exploitation of their creations, including modes of exploitation, revenues generated, and remuneration due.201 The obligation must account for the specificities of each sector and must be fulfilled on a regular basis. It is unclear whether and to what extent this transparency obligation applies to the context of UGC monetization (outside traditional licensing deals) and, if it does, whether current information practices of OCSSPs conform with this requirement.202

In conclusion, just like Article 17, the rules in Articles 18 and 19 of the CDSMD only minimally restrict the autonomy of platforms to establish their own internal governance policies in relation to UGC monetization. The principle of appropriate and proportionate remuneration is too broadly defined to effectively constrain a platform’s remuneration and monetization policies towards users. Additionally, it is uncertain whether the requirement for transparency has a significant impact on a platform’s current reporting practices to individual creators. In other words, when it comes to moderation actions related to monetization of (unlicensed) content, E.U. copyright law affords platforms a broad autonomy space. Given the significant power imbalance between platforms and users,203 the question arises whether outside the copyright acquis, it is possible to find relevant provisions that constrain the monetization of copyrighted UGC, particularly in the DSA. To answer this question, we first clarify the DSA’s application to copyright platforms and then examine its specific rules on monetization restrictions.


202. YouTube does seem to provide creators who participate in the YouTube Partner Program with information on the modes of exploitation of their videos, the revenues generated by their videos, and the remuneration due via creators’ respective YouTube Studio accounts. In this account, creators can select ‘Analytics’ to see revenue reports related to their earnings. The percentage of the gross revenue generated with the videos that is paid to the creator (revenue share) is outlined in the creator’s partner agreement with YouTube. The revenue share depends on the terms of the ‘module’ selected by the creator (e.g., ‘Watch Page Monetization Module’ and ‘Shorts Monetization Module.’ See Check your YouTube revenue, YOUTUBE, https://support.google.com/youtube/answer/9314488; YouTube partner earnings overview, YOUTUBE, https://support.google.com/youtube/answer/72902?hl=en&ref_topic=9257988#zippy=%2Cwhere-can-i-see-my-earnings (last visited Mar. 28, 2023).

203. Quintais, Appelman, & Fahy, supra note 37; Quintais, De Gregorio, & Magalhães, supra note 198.
3. Digital Services Act and Monetization

The DSA applies to online platforms that host copyrighted content. But it applies differently depending on whether a platform qualifies as an OCSSP or not.\textsuperscript{204} Whereas some large-scale platforms, especially those with video-sharing features such as YouTube, Facebook, and Instagram, clearly qualify as OCSSPs, others are explicitly excluded from that category due to the carve-outs in Article 2(6) of the CDSMD.\textsuperscript{205} But a grey area subsists, caused by the fact that the legal definition of OCSSPs relies on open-ended concepts, such as “main purpose,” “large amount,” and “profit-making purpose,” necessitating a case-by-case assessment of whether providers meet these requirements.\textsuperscript{206} In addition, the extent to which a platform is covered by the definition may remain unclear. This is because a provider may offer multiple services; thus, a service-by-service analysis is necessary to determine whether a provider qualifies as an OCSSP.\textsuperscript{207} Consequently, as regards copyright liability for the content it hosts, the same provider may be subject to Article 17 of the CDSMD for certain services and the more general copyright liability regime, following from acts of communication to the public in the sense of Article 3 of the InfoSoc Directive, for others.

Regarding copyright liability falling outside the scope of Article 17 CDSMD, the general safe harbor system in the DSA remains applicable, including the safe harbor for hosting in Article 6 of the DSA (more on this distinction below). Considering there are numerous platforms that host copyrighted content, as well as other types of content, while providing different services, it is a complex task to determine liability regimes and respective content moderation obligations.\textsuperscript{208} In addition to the liability rules, whether a copyright-hosting platform qualifies as an OCSSP or not, it will be subject to the DSA’s due diligence obligations for online platforms or VLOPs, albeit to different degrees.\textsuperscript{209} Consequently, it is important to explore which rules, if any, the DSA might contain that supplement E.U. copyright law concerning monetization.

The DSA’s definition of content moderation explicitly refers to demonetization as a content-level restriction by intermediaries.\textsuperscript{210} Monetization is conceptualized as an action of obtaining monetary payment or

\begin{footnotesize}
\begin{itemize}
\item[204.] See Quintais & Schwemer, supra note 111.
\item[205.] See supra Part I.
\item[206.] Guidance Art. 17 CDSMD, supra note 18, at n. 18, 3–5.
\item[207.] Id. at n. 18, 5.
\item[208.] QUINTAIS ET AL., supra note 25.
\item[209.] See Quintais & Schwemer, supra note 111; Peukert et al., supra note 111.
\item[210.] See supra Figure 1.
\end{itemize}
\end{footnotesize}
revenue through advertisement of “information” (in our case, copyrighted UGC) provided by the user. This activity can be restricted by suspending or terminating the monetary payment or revenue associated to that information.  

The question then is what types of obligations are imposed on UGC platforms relating to demonetization. 

First, Article 17 of the DSA obliges providers of hosting services to accompany each content moderation action affecting individual recipients of the service with statements of reasons. Following Article 17(1)(b) of the DSA, such statements of reasons are also required for decisions involving the “suspension, termination or other restriction of monetary payments,” i.e., demonetization actions, on the ground that the information provided by the user is illegal content (here: copyright-infringing UGC) or incompatible with the provider’s terms and conditions. A statement of reasons must contain detailed information on the action taken and fulfil two core functions: (1) to notify users of any sanctions relating to their content, and (2) to explain why they were imposed. This is especially important considering research that shows how demonetization actions are challenging to observe in practice.

Second, Article 20 of the DSA requires online platform service providers to provide recipients of their services with access to an effective internal complaint-handling system that enables them to lodge complaints against decisions taken by the provider of the online platform, including against “decisions whether or not to suspend, terminate or otherwise restrict the ability to monetize information provided by the recipient.” As noted, for OCSSPs it is unclear to what extent this provision would apply to conventional moderation actions, such as blocking or removal of content, which are already regulated in Article 17(4) of the CDSMD. However, Article 20 of the DSA should clearly apply to OCSSPs and non-OCSSPs alike in respect of complaints against demonetization decisions. In fact, Article 20 offers a promising array of tools. Access to complaint-handling systems should be available for at least six months. Complaints should be easy to submit and supported with sufficient

212. As it was sufficiently discussed above, we will not further address here the DSA’s cornerstone provision on terms and conditions (Article 14), which applies also to demonetization as a type of content moderation restriction.
214. Id. art. 17(3).
216. Robyn Caplan & Tarleton Gillespie, Tiered Governance and Demonetization: The Shifting Terms of Labor and Compensation in the Platform Economy, April-June SOCIAL MEDIA + SOCY 1 (2020); see also Leerssen, supra note 194 (noting the “importance of notice policies for unobservable remedies such as demonetization”).
evidence. Complaints must be handled promptly, fairly, and diligently. Platforms should reverse decisions without undue delay if the complaint sufficiently establishes that the reported information is not illegal or incompatible with the platforms’ terms and conditions. Complainants should be promptly informed of decisions, given options for out-of-court resolution, and provided with other avenues for redress. Qualified staff should oversee complaint decisions, avoiding sole reliance on automated decision making.

Article 21 of the DSA then allows users affected by a platform’s decision to select any certified out-of-court dispute settlement body to resolve disputes relating to those decisions. Without going into detail on the certification process, it is noteworthy that platforms must bear all the fees charged by the out-of-court dispute settlement body if a user prevails in the dispute. Conversely, should the platform prevail, the user does not have to reimburse any of the platforms’ fees or expenses, unless the user manifestly acted in bad faith.\footnote{Id. art. 21(5).}

To be sure, these are helpful provisions. Clear and specific information about the reasons why monetary payments related to UGC have been restricted and information about redress possibilities theoretically offer users the opportunity to effectively take action against demonetization. Likewise, greater clarity and detail regarding in-platform and out-of-court dispute settlement regarding demonetization are positive, especially when accompanied by favorable rules on costs. However, the outsourcing and concealment criticism developed above regarding complaint and redress mechanisms applies with equal force here. As we show in Section III.B, most monetization claims by rightholders, e.g., in YouTube’s Content ID tool, are not contested by users despite the availability of complaint and redress mechanisms. Even if Article 17 of the DSA improves the quality of information surrounding a monetization restriction for the affected user, it does not change the ex post nature of the mechanism. Similar arguments can be made for Articles 20 and 21 of the DSA. What remains to be seen is whether these provisions will have any meaningful impact on the behavior of affected users, absent more fundamental regulation of copyright monetization. One possible approach could be to impose ex ante restrictions on the ability of rightholders with access to content recognition tools to claim monetization in the first place.

In short, the DSA’s approach to monetization operates at the level of transparency and ex post safeguards. These features mirror to a large extent what we have called a human rights “outsourcing” approach in our analysis.
above. The practice of UGC monetization, discussed below, suggests that this approach is problematic and leads to the concealment of human rights deficits.

B. THE PRACTICE OF UGC MONETIZATION

This Section explores the systems and tools developed by platforms for the moderation of copyrighted content through three case studies of large-scale platforms that qualify as OCSSPs: YouTube, Meta’s Facebook and Instagram, and TikTok. We identify, describe, and examine the functionality of the systems and tools that these platforms make available to rightholders, including options to track usage, block, and monetize protected content. Our data is drawn from publicly available information pages on the platforms’ websites, the platforms’ own copyright transparency reports covering the first half of 2022, recordings of the 2019–2020 Commission Stakeholder Dialogue, and existing literature. Our analysis highlights the relative importance of monetization as a content moderation action, the way in which existing moderation rules and systems favor monetization by legacy enterprise rightholders, and three significant human rights deficits arising therefrom.

1. YouTube

Launched in 2005 and soon thereafter acquired by Google, the online video-sharing website YouTube is one of the longest running and most popular online platforms among creators and internet users worldwide. As part of its free service, YouTube allows users to upload, watch, like and share videos. To upload content, users simply sign in into their account, upload a video file, enter the necessary details (e.g., title, description, licensing information) and add special elements such as subtitles. With every upload, YouTube’s content recognition tools screen and check the file for copyrighted third-party materials and, if the user participates in the YouTube Partner program (see below), a check is made also for advertising suitability, after which the user can choose settings for monetization.

YouTube offers various tools to rightholders to “protect and manage” copyrighted content on the platform. The platform’s Copyright Management

---


Suite consists of three main products: the Webform, the Copyright Match Tool and the Content ID system. Each product targets different types of rightholders, depending on both the scale of the rightholders’ content management needs and the rightholders’ capabilities (i.e., knowledge, resources) to manage copyright.

Webform is a simple tool through which any user holding copyright can manually request the removal of their copyrighted content from the platform. Its functionality is therefore that of a traditional notice-and-takedown system. The Webform is specifically meant to accommodate “those with infrequent [copyright protection] needs” and is open to everyone, i.e., more than 2 billion channels worldwide.

The Copyright Match Tool is a more sophisticated product based on Content ID matching technology (see below). The tool automatically scans new user uploads for matches with existing protected content on the platform. Contrary to Webform, Copyright Match is not open to everyone. Those eligible for the use of this tool are, primarily, channels and other creators that are enrolled in the YouTube Partner Program (a program through which selected creators get access to resources to monetize their content) and channels that have filled out YouTube’s copyright management tools application form and thereby shown a need for an advanced rights management tool. Since October 2021, the tool has also become available to YouTube users who submitted valid/approved Webform removal requests and indicated in the Webform that they would like YouTube to prevent the future upload of (any copies of) the reported video. In that capacity, the Copyright Match Tool has the affordance of a notice-and-staydown (NSD)
system. Taken together, more than two million channels have access to Copyright Match. 230

When the scanning tool finds a match, it provides the rightholder with information on the total views of the user upload, the channel it was uploaded to, the percentage of protected content that was used as well as some screenshots of the video. The system also indicates whether the user upload has different video but the same audio, and whether there is only a partial match, such as in the case of sampling. In this interface, rightholders are given three options: (1) do nothing and leave the video up; (2) file a removal request and ask YouTube to automatically prevent the upload of copies in the future; or (3) contact the uploader. 231 Like the Webform, the Copyright Match tool does not afford rightholders the option to monetize the matched content.

The last and most powerful tool within the Copyright Management Suite in terms of automation and available copyright enforcement actions, is Content ID. Since 2007, this system has enabled copyright holders to identify new user uploads that include materials they own, and to automatically initiate action based on self- and pre-specified rules dictating how to handle matched content. Content ID is specifically aimed at rightholders “with the most complex rights management needs, such as movie studios, record labels, and collecting societies.” 232 To be approved for Content ID, rightholders must demonstrate a “need for [a] scaled tool,” an “understanding of copyright” as well as the “resources to manage the complex automated matching system.” 233 Smaller, independent creators may only indirectly access (features of) the system via intermediary service providers that manage rights through the system on behalf of others. 234 In the first half of 2022, approximately 9,000 (enterprise) partners had access to Content ID. 235

To set up for Content ID, eligible rightholders must provide YouTube with extensive information. This includes: (1) reference files (e.g., audio, visual

---

230. Id.
231. Id. at 3 (“From this interface, users can choose to archive the match and leave the video up, file a takedown request (with the option to ask YouTube to automatically prevent copies), or contact the uploader”).
232. Id.
233. Id. at 1.
234. Id. at 3. Such service providers may include multi-channel networks and other organizations. See, e.g., Services Directory, YOUTUBE, https://servicedirectory.withyoutube.com/directory/#?services=content-id-management (providing a list of service providers) (last visited Mar. 2, 2023).
235. YOUTUBE, COPYRIGHT TRANSPARENCY REPORT, supra note 222, at 1, 4.
or audiovisual) that meet the content eligibility criteria; (2) ownership information, e.g., on the territories in which the content is owned and how much of the content is owned; (3) metadata that describe the content, e.g., titles and industry identification numbers; and (4) the preferred copyright moderation or enforcement actions to be carried out in the event of a match detection between a user upload and the reference content (‘match policies’). In our view, these information requirements are sufficient to meet the threshold of “relevant and necessary information” set out in Articles 17(4)(b) and (c) of the CDSMD. As explained, the provision of such information triggers YouTube’s best efforts obligations to deploy preventive measures to ensure the unavailability of the notified works on the platform and, where appropriate, to prevent the future upload of works for which rightholders in the past provided a valid notice for removal (i.e., the “stay-down” part of Article 17(4)(c)).

After the upload of reference files and the specification of match policies, Content ID starts checking new uploads to the platform against such files. Matching videos are automatically claimed on behalf of the rightholder, upon which the preferred match policies are applied. There are three types of actions

---


237. For example, the rightholder must hold exclusive rights over the reference content for the territories ownership is claimed, the content must be sufficiently distinct (e.g., no remasters) and each piece of intellectual property must have an individual reference (e.g., complications, mashups and full albums cannot be filed as a reference), see Content eligible for Content ID, YouTube, https://support.google.com/youtube/answer/2605065?zippy=%2Cexclusive-rights%2Cdigital-reference-content%2Cindividual-references-for-each-piece-of-intellectual-property%2Coriginal-video-game-soundtrack-guidelines%2Ccontent-that-is-sold-or-licensed-at-scale-for-incorporation-into-other-works%2Casset-metadata-for-reference-content%2Cfingerprint-only-reference-content (last visited Mar. 2, 2023). The media files are translated by YouTube into unique digital ‘fingerprints.’ In exceptional cases, YouTube allows rightholders to fingerprint the media file on their own devices and provide YouTube the fingerprint instead of the original media file. See Article 17 Dialogue Recording, YouTube Presentation, supra note 223.

238. YouTube, Copyright Transparency Report, supra note 222, at 3; see also Article 17 Dialogue Recording, YouTube Presentation, supra note 223.

239. The second part of Article 17(4)(c) CDSM (i.e., the ‘notice-and-staydown’ part) refers back to Article 17(4)(b) and thus to the provision of “relevant and necessary information” about specific works, which is needed to prevent future uploads; see also Guidance on Article 17 CDSMD (n. 21) (“When implementing Article 17(4)(c), the Member States need to clearly differentiate the type of information rightholders provide in a ‘sufficiently substantiated notice’ for the removal of content (the ‘take down’ part of (c)) from the ‘relevant and necessary information’ they provide for the purposes of preventing future uploads of notified works (the ‘stay-down’ part of (c), which refers back to (b))”).
that can be applied to a Content ID claim. Rightholders can instruct the system to:

1. **track** the matching content’s viewership statistics (“leave-up-and-track”);
2. **block** the content from being viewed (“takedown-staydown”);\(^{240}\) or
3. **monetize** the content by displaying advertisements with it (“leave-up-and-get-paid”).\(^{241}\)

Match policies may also include directions from the rightholder on when Content ID should claim a video before anything else. Rightholders can set certain parameters, telling the system to automatically claim videos based on for instance geography (“when the UGC is uploaded from a certain country”), moment of upload (“when the UGC is uploaded during a specific time window”), match type (“when the UGC matches audio only, video only, or both”), or match amount (“when the UGC contains more than X minutes or Y percent of the reference file”).\(^{242}\)

The fact that YouTube seemingly allows rightholders to set the threshold for the length or percentage of the uploaded video that must match the reference file to activate a Content ID claim is problematic. This is because rightholders are afforded the opportunity to set the threshold for a pre-defined blocking action below the legal standard of “manifestly infringing” content—i.e., “identical or equivalent” content—which in our view can only be associated with a high matching percentage across different parameters.\(^{243}\) In our view, this is inconsistent with the CJEU’s judgment in the *Poland* case discussed above.\(^{244}\)

Monetization of matching UGC via Content ID occurs by placing advertisements against the matched content. In principle, the rightholder


\(^{241}\) *Id.*

\(^{242}\) *Upload and Match Policies, YouTube* https://support.google.com/youtube/answer/107129 (last visited Oct. 17, 2023); *see also* Article 17 Dialogue Recording, *YouTube Presentation, supra* note 223.

\(^{243}\) Admittedly, European copyright law does not provide a fixed number for the percentage or length of a video that has to match the reference file to be considered “manifestly infringing.” Some Member States, however, have independently introduced numeric thresholds in their national implementation laws, for instance to indicate which uses are presumed to be authorized by law (e.g., presumed to be a quotation, parody, pastiche, etc.). For instance, Section 9(2)(1) of the German Act on the Copyright Liability of Online Content Sharing Service Providers provides that UGC that contains *less than half* of a work or several works by third parties is presumably authorized by law. Moreover, according to Section 9(2)(3) jo. Section 10(1)–(2) of the same Act, uses *up to 15 seconds* of a cinematographic work or an audio track are deemed to be “minor and are therefore presumably authorized by law.”

\(^{244}\) *See supra* Section II.B.2.
receives all advertising revenue produced by the claimed video that the uploader or creator of that video would have obtained absent the claim. This does not rule out, however, the possibility for rightholders to voluntarily share advertising revenues with uploaders, for instance when the upload is a cover song video and a music publisher wants to encourage fans to make such cover songs. If a video is monetized, but the uploader decides to dispute the Content ID claim, YouTube will temporarily hold the advertising revenue from the video. Once the dispute is resolved, the platform will release the revenue to the appropriate party. It is important to note, however, that nearly all Content ID claims go undisputed. For instance, in the first half of 2022, only 0.5% of the 750 million Content ID claims were disputed by the user-uploader. This is largely consistent with existing studies that have reported a relatively low usage of counternotice mechanisms, confirming the above-described lack of effectiveness of ex post complaint-and-redress mechanisms as a means to safeguard users’ rights.

According to YouTube’s own statistics, more than 98.9% of all copyright actions taken on YouTube arise from Content ID users. Of those actions, monetization is clearly the most popular policy applied to claims: in the first half of 2022, over 90% of all Content ID claims were reportedly monetized, which resulted in the payment of $7.5 billion to rightholders in advertising revenue. What is remarkable about these numbers is that while monetization is the preferred moderation action via Content ID, discussion on the topic and

245. It is not entirely clear from public information whether the rightholder, when the monetization policy is applied, at all times receives the entire advertising revenue, or that this may vary depending on, for example, whether the rightholder has the rights to both the video and audio or to the audio or video only; whether the rightholder merely owns the rights in a specific territory; whether there is co-authorship; etc. Based on publicly available information, however, we assume that rightholders receive the entire ad advertising revenue, but this is to be confirmed in interviews.


248. Urban, Karaganis & Schofield, supra note 105; Bar-Ziv & Elkin-Koren, supra note 105. Article 17(9) mandates ex post complaint and redress mechanisms, which should however be complementary to ex ante safeguards, such as restrictions to the scope of permissible filtering. See supra Section III.B; Martin Senftleben, The Meaning of “Additional” in the Poland ruling of the Court of Justice: Double Safeguards – Ex Ante Flagging and Ex Post Complaint Systems – are Indispensable, KLUWER COPYRIGHT BLOG (June 1, 2022), http://copyrightblog.kluweriplaw.com/2022/06/01/the-meaning-of-additional-in-the-poland-ruling-of-the-court-of-justice-double-safeguards-ex-ante-flagging-and-ex-post-complaint-systems-are-indispensable/.

249. YOUTUBE, COPYRIGHT TRANSPARENCY REPORT, supra note 222, at 1, 3–4.
its regulation was largely absent during the entire legislative process leading to the adoption of Article 17 of the CDSMD, as well as the subsequent Commission Stakeholder Dialogue and Guidance (where it is not even mentioned) and national implementation processes. This is all the more impressive since YouTube was the poster child for the “value gap” narrative that supported legislative intervention.250

Table 1 provides a summary of the functionality and affordances of tools in YouTube’s Copyright Management Suite.

<table>
<thead>
<tr>
<th>Functionality</th>
<th>Webform</th>
<th>Copyright Match</th>
<th>Content ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Notice-and-takedown</td>
<td>Ex ante filtering + notice-and-staydown</td>
<td>Ex ante filtering + notice-and-staydown + monetization</td>
<td></td>
</tr>
<tr>
<td>Beneficiaries</td>
<td>Rightholders with infrequent needs or only a few copyright-protected works on the platform</td>
<td>Rightholders who experience a higher amount of reposting of their copyright-protected content</td>
<td>Rightholders with the most complex copyright management needs (enterprises)</td>
</tr>
<tr>
<td>Eligibility and number of users/uses</td>
<td>Open to everyone; more than two billion channels</td>
<td>Open to participants in the YouTube Partner Program and rightholders who demonstrated a short history of takedowns; more than two million channels</td>
<td>Open to a select group of partners (large, knowledgeable and resourceful players); more than nine thousand partners</td>
</tr>
<tr>
<td>Automation level</td>
<td>Low</td>
<td>Medium</td>
<td>High</td>
</tr>
<tr>
<td>Available copyright management actions</td>
<td>Content removal</td>
<td>Archive match (leave video up); File removal request; or Contact uploader</td>
<td>Track (leave video up); Block; or Monetize</td>
</tr>
</tbody>
</table>

2. Meta's Facebook and Instagram

Facebook and Instagram, two of the biggest social media platforms around the globe owned by Meta,\(^\text{251}\) pivot on the sharing of photos and videos (Instagram) and all types of media (Facebook) between families and friends. Both platforms offer to rightholders an internally developed copyright management and protection tool called Rights Manager.\(^{252}\) At the core of Rights Manager is technology that allows for the matching of video, audio, and image materials,\(^{253}\) on the basis of which rightholders can identify potentially infringing content and take actions accordingly.

To be approved for Rights Manager, users must submit an application. The exact acceptance criteria are not public, but users are reportedly evaluated based on, inter alia, historical behavior (they must not have posted content without permission from the valid copyright holder in the past); catalogue size (there should be a substantial body of work that requires a scaled tool); content eligibility,\(^{254}\) the likelihood of a mass audience and of infringing user uploads; and historical use of the existing notice-and-takedown system to such a volume that this is demonstrably insufficient for the scale of matching.\(^{255}\) According to Meta, smaller-sized users are generally not accepted to Rights Manager, as their needs are deemed to be met by the publicly accessible Copyright Report Form, a notice-and-takedown system.\(^{256}\) Once access to Rights Manager is granted, rightholders must provide Meta with information like that required by YouTube for Content ID. This includes (1) reference files (video, audio, or

---

251. By the end of 2022, the platforms had respectively 255 and 250 million average monthly active users in the European Union only. See META, DIGITAL SERVICES ACT – INFORMATION ON AVERAGE MONTHLY ACTIVE RECIPIENTS IN THE EUROPEAN UNION (2023), https://transparency.fb.com/sr/dsa-report-feb2023/.


254. The user must have exclusive rights to the content, the reference content must be sufficiently distinct from other reference files (e.g., no screenshots from videos) and each piece of intellectual property must have an individual reference (e.g., compilations, mashups, countdown lists and reaction videos cannot be filed as a reference but must be separated into individual components). See Content Eligible for Reference Files, META, https://www.facebook.com/business/help/389834765475043 (last visited Mar. 3, 2023).


256. Article 17 Dialogue Recording, Meta Presentation, supra note 255.
images), 257 (2) ownership information, including information about accounts that are authorized to publish the content (“white-listing”), (3) match rules (i.e., rightholders can determine what constitutes a match by setting parameters for the matching threshold, for instance in terms of temporal or percentual overlap) 258 and (4) the preferred actions to be taken in the event of a match (“match actions”). As noted for YouTube’s Content ID, the fact that rightholders can set a low threshold for the overlap to trigger a match action seems problematic from a E.U. law perspective, at least when the match action is set to the ex ante blocking of uploads.

There are six match actions that can be attached to a match rule. Of the six, rightholders can instruct the system to automatically:

1. *monitor* matching content for insights;
2. *apply an ownership link* (i.e., place a banner on the matching content which links to a destination the rightholder designates, thereby using the UGC as a promotional opportunity);
3. *collect advertising revenue* (only when the content is eligible for monetization); or
4. *block* matching content from being viewed;

Moreover, rightholders can choose to manually:

5. *review* matches and decide what to do at a later time; or
6. *submit a copyright takedown report* from within the Rights Manager interface (“Copyright Report Form”). 259

Similar to Content ID, monetization of UGC via Rights Manager can be realized by placing in-stream advertisements in a video. Importantly, the “Collect ad earnings” option is not always available since the matching content itself must be eligible for monetization in the first place. This means that the content must have been uploaded by pages (not profiles) that comply with Facebook’s or Instagram’s Partner Monetization Policies and Brand Safety Controls; be at least 1 minute in length; and be published from a page enabled for in-stream ads (on Facebook) or from an account enabled for monetization.

---

257. Most rightholders upload ‘playable content’ to Rights Manager, which is then fingerprinted by the tool. Meta provides the option to ingest fingerprinted or hashed content into the tool to only the “most trusted rightholders.” See Article 17 Dialogue Recording, Meta Presentation, supra note 255.


with in-stream video ads (on Instagram). Matches that do not qualify for the monetization action are automatically set to the “monitor” match action.\footnote{260}

The amount of advertising revenue rightholders can earn via Rights Manager depends on the allocation of copyright ownership in the content item at issue. According to Meta, if rightholders exclusively own both the rights to the video and audio of audiovisual works, they are eligible to collect the \textit{entire} ad earnings that the uploader would have received.\footnote{261} However, if rightholders merely own the rights to the video or audio, but not to both, they may only collect \textit{half} of the ad earnings. If rightholders own rights in a specific geographic territory, they can collect the ad earnings generated by \textit{views in that territory}. Lastly, if multiple rightholders share the rights to a work, the earnings should be \textit{divided} among them.\footnote{262}

According to Meta, the monetization option within Rights Manager serves as an “authorization system,” through which rightholders can “authorize the content on the platform and receive compensation for it.”\footnote{263} In other words, it works like a license for the platform to use the copyrighted content in exchange for the collection of the advertisement revenue that accrues from it.

To the best of our knowledge, there are no publicly available data on copyright enforcement actions executed via Rights Manager. During the Commission Stakeholder Dialogue meeting of 16 December 2019, Meta (then Facebook) noted that “over 99\% of the matches . . . are allowed to remain on the platform,”\footnote{264} which implies that claimed content is largely monitored, ownership-linked or monetized. However, the relative popularity of monetization via Rights Manager is unknown.\footnote{265}

If a user-uploader believes a match action applied by the rightholder is invalid, they can submit a dispute with the respective platform. When a user-uploader and rightholder continue to disagree on the lawfulness of the upload and match action, even after multiple phases of review and appeal, and the rightholder still wishes to uphold the claim, the internal dispute process within Rights Manager ends, and the rightholder must either release the claim or submit a takedown request via the Copyright Report Form.\footnote{266} Table 2 provides

\begin{table}
\centering
\begin{tabular}{|c|c|}
\hline
\textbf{Content Eligible for Collect Ad Earnings Match Action} & \textbf{Collect Ad Earnings in Rights Manager} \\
\hline
\end{tabular}
\caption{Table 2 provides}
\end{table}
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a summary of the functionality and affordances of Facebook and Instagram’s copyrighted content moderation tools.

### Table 2. Affordances of Facebook and Instagram's Rights Manager tool and Copyright Report Form

<table>
<thead>
<tr>
<th>Functionality</th>
<th>Rights Manager</th>
<th>Copyright Report Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ex ante filtering + notice-and-staydown + monetization</td>
<td>Notice-and-takedown</td>
<td></td>
</tr>
<tr>
<td>Beneficiaries</td>
<td>Trusted rightholders with a substantial body of protected content on the platform</td>
<td>Any copyright holder</td>
</tr>
<tr>
<td>Eligibility and number of users/uses</td>
<td>Open to rightholders who can prove good historical behavior, own a large body of protected content that is likely to be used in new upload, and have a demonstrated need for a scaled tool (based on history of takedowns); number of users unknown.</td>
<td>Open to everyone; in the first half of 2022, more than 1.2 million copyright reports were submitted on Facebook and 450,000 reports were filed on Instagram267</td>
</tr>
<tr>
<td>Automation level</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Available copyright management actions</td>
<td>Monitor (automatically) Apply ownership link (automatically) Monetization (automatically) Block (automatically) Review match (manually) File takedown-report (manually)</td>
<td>Content removal</td>
</tr>
</tbody>
</table>

3. **TikTok**

Within only a few years, the short-form video-sharing platform TikTok (2016) owned by ByteDance has become a true social media sensation.268 Via an app, users can create, share, and discover short video clips (of up to 10 minutes), varying from the well-known “TikTok dance” videos to videos that revolve around food, lip-syncing and social media challenges.

---


268. On February 16, 2023, TikTok reported it has over 150 million active monthly users in the EU. *See Investing for our 150m strong community in Europe*, TikTok (Feb. 16, 2023), https://newsroom.tiktok.com/en-eu/investing-for-our-150-m-strong-community-in-europe.
Contrary to YouTube and Facebook/Instagram, TikTok does not seem to offer rightholders a sophisticated in-house copyright management tool. According to the platform’s Intellectual Property Policy, rightholders who want to act against the upload of copies of their works can file Copyright Infringement Reports to request the removal of allegedly infringing content. Additionally, they can manually fill out a form through which they can provide “relevant and necessary information” about themselves and their copyrighted works, upon receipt of which TikTok “will do its best to ensure that [the] copyright work is made unavailable on TikTok in the EU.”

Thus, TikTok’s current IP policy does not mention the possibility for rightholders to monetize allegedly infringing UGC by claiming uploaders’ advertising revenue. This is not surprising, as the monetization of videos through advertising in itself is a relatively new phenomenon on the platform. Only in May 2022, TikTok introduced ‘Pulse,’ the platform’s first advertising revenue sharing program through which highly popular individual creators, public figures and media publishers with over 100,000 followers can receive part of the revenue earned from advertisements run on their content. Several creators have indicated, however, that the ad revenue sharing initiative has not exactly proven financially attractive to them, with pay-outs often not exceeding ten dollars. In May 2023, TikTok launched an extension to the program named “Pulse Premiere,” allowing “premium publishing partners” in “lifestyle & education, sports, and entertainment categories” to monetize their content on TikTok through “a revenue-sharing model” and reportedly offering the

270. Id.
271. Id.
publishers a 50% split. While the monetization of creators’ own content through advertising is slowly gaining ground on TikTok, it remains to be seen whether the platform will start offering copyright holders the option to monetize allegedly infringing UGC on the platform as well.

Table 3 provides a summary of the functionality and affordances of TikTok’s copyrighted content moderation tools, excluding the content monetization option, for which no verifiable public data are available.

Table 3. Affordances of TikTok’s copyright management tools

<table>
<thead>
<tr>
<th>Functionality</th>
<th>Filtering system (ensuring unavailability of content on TikTok European Union)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infringement Report</td>
<td>filtering + notice-and-staydown</td>
</tr>
<tr>
<td>Beneficiaries</td>
<td>Any copyright holder</td>
</tr>
<tr>
<td>Eligibility and number of users/uses</td>
<td>No eligibility requirements but request Ex ante is reviewed for “accuracy, validity, and completeness” number of users unknown.</td>
</tr>
<tr>
<td>Automation</td>
<td>Low</td>
</tr>
<tr>
<td>Available copyright management actions</td>
<td>Low</td>
</tr>
</tbody>
</table>

4. Third-Party Providers of Content Recognition Tools

Importantly, OCSSPs sometimes deploy—in addition to their in-house solutions—content recognition technologies provided by third-party vendors or service providers. Examples of entities offering such services are Audible Magic (audio and video) and Pex (audio and video). An essential difference with the in-house tools is that rightholders register their content directly with the third-party provider and not with the platforms. Depending on the platforms that implement the respective third-party technology—and thereby bear the costs of the service—the registered reference files are continuously


checked against new content uploaded by the users of these platforms. In that sense, the third-party providers function as intermediaries between rightholders and platforms.

Audible Magic offers a fingerprinting-based content identification tool for audio and video files, which has been implemented by various OCSSPs such as Tumblr, Twitch, and Vimeo.\(^{277}\) Until recently, Facebook/Meta also used the company’s technology to match audio files in tandem with its proprietary Rights Manager.\(^{278}\) However, this partnership appears to have been terminated in 2022.\(^ {279}\) Rightholders can register their media assets in Audible's Authoritative Registry, which contains millions of digital fingerprints. During the registration process, rightholders provide the service with digital or physical copies of their works, basic information about the work (song titles, artist names, record labels, show titles, season and episode numbers), and designated business rules, i.e., the preferred actions to be taken in the event of a match. The business rules are equivalent to the match policies and match rules/actions in Content ID and Rights Manager respectively,\(^ {280}\) and may differ for each platform. Hence, the same copyrighted work could be blocked at one platform and allowed or monetized at others.\(^ {281}\) Platforms that license Audible's database and recognition technology continuously translate newly uploaded UGC into machine-readable data which are forwarded to Audible Magic in the form of identification requests. Audible Magic processes these identification requests and returns the match results and business rules associated with the matched works back to the platforms. Notably, Audible Magic merely communicates the business rules to platforms. Their application—i.e., the actual blocking or monetization of content—is carried out by the platforms.\(^ {282}\)

Another fingerprinting-based solution available on the market is the “Attribution Engine” developed by technology company Pex. Its workings are


\(^{278}\) QUINTAIIS ET AL., supra note 25, at 260–61, 265.

\(^{279}\) Facebook is not included in the list of customers and partners on the Audible Magic website. See Customers and Partners, supra note 277.


\(^{281}\) Audible’s slogan is, notably, “Accelerating the distribution and monetization of content through the digital media ecosystem.” AUDIBLE MAGIC, https://www.audiblemagic.com/ (emphasis added).

\(^{282}\) Id.
similar to Audible Magic’s system. Rightholders register their content (videos and sound recordings) in the Asset Registry and set their preferred licensing policies: monetize, block, apply a customized license, or apply a free license. Fingerprints of UGC uploaded to platforms are transmitted to the Attribution Engine. In the event of a match, the platform is informed of the rightholder and reference file in question as well as the pre-defined policy for that content.\footnote{283}{Attribution Engine, PEX, https://pex.com/products/attribution-engine/ (last visited Oct. 17, 2023).} Unlike Audible Magic, Pex also offers a dispute resolution service to platforms, which is incorporated in the Attribution Engine. When uploaders do not agree with the applied policy, they can raise a dispute. The platform, in turn, can register the dispute via an application programming interface (API) with the Attribution Engine, which will then verify the dispute and inform the rightholder. If the rightholder decides to stick to the claim and the uploader still disagrees with it, parties have the option to request neutral copyright experts appointed by the World Intellectual Property Organization (WIPO) Arbitration and Mediation Center to review the case. Platforms complying with the WIPO panel’s decision are indemnified by Pex from any legal risk. When the dispute resolution process is exhausted, parties are free to resort to other legal remedies.\footnote{284}{Id.; see also Pex Partners with World Intellectual Property Organization Arbitration and Mediation Center Providing First Neutral Copyright Dispute Resolution Procedure, PEX (Sept. 30, 2021), https://pex.com/blog/pex-partners-with-world-intellectual-property-organization-arbitration-and-mediation-center-providing-first-neutral-copyright-dispute-resolution-procedure/.}

In sum, by identifying allegedly infringing UGC and communicating rightholders’ preferred copyright enforcement actions to OCSSPs, third-party content recognition tools complement in-house tools and enable rightholders to moderate their content and enforce their rights on online platforms. It must be emphasized, however, that third-party providers do not apply the pre-defined match policies in practice. This remains at the discretion of the OCSSPs and rightholders.

C. HUMAN RIGHTS DEFICITS

The case studies above indicate that UGC monetization is a common practice among copyright holders, and at least the most popular on YouTube.\footnote{285}{See supra Section II.B; Grosse Ruse-Khan, supra note 180.} However, there are still significant gaps in what is known about monetization on OCSSPs.

Of the four platforms discussed above, YouTube has arguably made the most information available about its systems and tools. But even in this case,
much remains unclear. First, the data published by YouTube on UGC monetization via Content ID is aggregated globally; the lack of country-by-country data makes legal and empirical analysis of this phenomenon challenging given the territorial nature of copyright. Second, there is no detailed information on how rightholders can set thresholds for matching content. In the European Union at least, this is crucial for the fundamental rights assessment of such systems. Third, beyond the option of setting thresholds for matching content, there is little to no information on how these systems account for the individual context surrounding uses that are permitted by law, such as use for the purposes of parody, caricature, and pastiche protected under Article 17(7) of the CDSMD.

As regards Meta’s Rights Manager, little information is available on the use of the tool in practice. Meta’s 2022 Transparency Report on Intellectual Property addresses only its notice-and-takedown system (“Copyright Report Form”) but lacks data on Rights Manager. It is therefore unclear how many rightholders are currently using the tool, how often rightholders on Facebook and Instagram (in the European Union and worldwide) opt for monetization, how often disputes are raised, and so on. It is also not clear from publicly available information what happens to the ad earnings during an ongoing dispute.

Equally remarkable is TikTok’s general lack of information on the workings of its ex ante copyright filtering system and its new monetization program, which could potentially form the basis for UGC monetization by rightholders in addition to the platform’s core business of UGC licensing agreements with rightholders.

Considering the above, one important conclusion of our analysis is the need for heightened transparency and increased access to content moderation data held by platforms. This is crucial not only for researchers to study the activity of platforms in a relatively unregulated content moderation space (here: monetization of UGC), but also to enable evidence-based policy making in this area. In this respect at least, the rules in the DSA on statement of

---

287. Grosse Ruse-Khan, *supra* note 180 (noting the focus of TikTok on the licensing approach).
288. See SEBASTIAN FELIX SCHWEMER, CHRISTIAN KATZENBACH, DARIA DERGACHEVA, THOMAS RIIS & JOÃO PEDRO QUINTAIS, IMPACT OF CONTENT MODERATION PRACTICES AND TECHNOLOGIES ON ACCESS AND DIVERSITY 67 (2023) (reaching a similar conclusion on the basis of legal and empirical research).
reasons should provide much needed data on the workings of monetization systems. Based on the information that is publicly available, however, we can identify at least three human rights issues that arise from UGC monetization as currently implemented by platforms and rightholders: (1) the misappropriation of transformative UGC by third-party rightholders even though that content falls within the scope of copyright limitations that support freedom of expression (as discussed in Section III.C.1); (2) the encroachment upon UGC creator copyright which falls under the fundamental right to property in line with Article 17(2) of the CFR (as discussed in Section III.C.2); and the discriminatory treatment of UGC creators (as discussed in Section III.C.3).

1. Misappropriation of Freedom of Expression Spaces

The first issue concerns freedom of expression. As explained in Section II.B.2, the CJEU confirmed in the Poland decision that copyright limitations supporting freedom of expression, such as the right of quotation and the exemption of parody, constitute “user rights.” Despite our criticism of the judgment, this aspect is a positive development (as explained in Section II.B.3). Article 17(7) of the CDSMD confirms the elevated status of copyright limitations serving quotations, parodies, pastiches, etc. Article 17(7), second paragraph, even imposes an obligation on E.U. Member States to immunize these areas of freedom from filtering measures that could prevent the online publication and sharing of transformative UGC (as explained in Section II.B.3). Placing these developments in the context of the broader discussion on public domain preservation, it can be said that the CJEU and the E.U. legislature have created robust areas of freedom by taking steps to keep these forms of transformative use outside the scope of copyright exclusivity. Relying on Yochai Benkler’s public domain concept that includes sufficiently clear, “easy” cases of permitted use, it can be added that the court and the E.U. legislature have made these user rights part of “the range of uses of

289. See supra Section III.A.3.b.
290. CJEU, 26 April 2022, case C-401/19, Poland v. Parliament and Council, ¶¶ 87–88; CJEU, 29 July 2019, case C-516/17, Spiegel Online, ¶¶ 50–54; CJEU, 29 July 2019, case C-469/17, Funke Medien NRW, ¶¶ 65–70.
291. For an overview and core arguments, see SENFTLEBEN, supra note 158, at 26–47, 280–283, 357–373.
Against this background, the corrosive effect of UGC monetization in this freedom of expression space clearly comes to light. Considering the “user right”-status in CJEU jurisprudence and the confirmation of the crucial importance of this habitat for freedom of expression in Article 17(7) of the CDSMD, European Union and Member State authorities are expected to preserve this part of the public domain. Leaving the further regulation of this freedom of expression space to online platforms and rightholders in the creative industry, the State outsources a central aspect of the obligation to safeguard human rights. The result is as problematic as it is predictable: without any clear legal basis for the appropriation and exploitation of transformative UGC, existing moderation systems allow copyright holders with access to these systems to monetize transformative UGC and usurp this freedom of expression space.

Under Articles 5(3)(d) and (k) of the InfoSoc Directive and Article 17(7) of the CDSMD, quotations for criticism or review, as well as parodies, caricatures, and pastiches, require neither the authorization of the copyright holder nor the payment of remuneration. In VG Wort, the CJEU clarified that any authorization which a rightholder may give in such a case “is devoid of legal effects” because the statutory exemption places the use beyond the reach of any license or authorization. Hence, the fact that rightholders opting for monetization tolerate the use does not justify the channeling of advertising revenue to the creative industry. This is a negative consequence of the reliance on industry cooperation that is a central characteristic of the outsourcing tendency discussed supra Section II.A.2.

As an author of this Article, Martin Senftleben, has argued elsewhere, national legislation in the European Union may maximize the freedom of expression space called into existence by Articles 5(3)(d) and (k) of the InfoSoc Directive and Article 17(7) of the CDSMD by giving the open-ended concept of “pastiche” a broad meaning and bringing a wide variety of UGC, including the whole spectrum of memes and mash-ups, within its scope. In such a case, it would make sense to combine the broadening of the freedom of expression space with the payment of fair compensation to collecting societies.

---

293. CJEU, 27 June 2013, joined cases C-457/11 to C-460/11, VG Wort, ¶ 37.
for the incorporation of protected third-party materials. In this vein, Section 5(2) of the German Act on the Copyright Liability of Online Content Sharing Service Providers creates a non-waivable right of authors to “appropriate remuneration” that can only be assigned in advance to a collecting society. Evidently, this solution aims at the creation of an additional revenue stream that flows directly to individual creators and not to exploiters of their works in the creative industry.

The UGC monetization mechanism on online platforms is markedly different. First, it is unlikely to maximize the freedom of expression space on the basis of a flexible, broad interpretation of the pastiche exemption. To the contrary, the direct liability risk arising from Article 17(1) of the CDSMD will most probably lead to a restrictive interpretation of user rights and overblocking (see supra Section II.A.3). This only maximizes monetization options for larger rightholders participating in the system. Second, the advertising revenue is not paid to collecting societies. Hence, individual creators of third-party material woven into UGC cannot directly benefit from the additional source of income, either because they are not eligible to access the monetization system or because the rights revenue may not flow downstream to them from the enterprise rightholders that claim it. In a nutshell: as currently designed and implemented, UGC monetization via online platforms fails to preserve the freedom of expression space for quotations, parodies, pastiches, etc. Instead, it constitutes a problematic exponent of the outsourcing of human rights obligations to online platforms and large rightholders.

From a human rights perspective, the main deficit caused in this scenario is that moderation systems of the biggest platforms allow large rightholders (eligible to access such systems) to appropriate and exploit as their own transformative UGC that E.U. law explicitly exempts from their permission on freedom of expression grounds. Once again: Article 17(7) of the CDSMD requires national laws and competent authorities to ensure that user rights prevail on platforms over a number of notice-and-action measures, especially ex ante filtering. In practice, however, by outsourcing this human rights

295. Senftleben, supra note 8, at 154–62.
297. As to this important aspect of remuneration via collecting societies, see Senftleben, supra note 17, at 487.
298. This could be the case, e.g., if a music producer claims monetization on the use of a musical composition and sound recording used in UGC but does not share the rights revenue with the composer and/or performer.
responsibility to platforms and copyright holders, the E.U. (and national) legislators allow the development of complex and opaque moderation systems. Such systems bundle together moderation options covered by the E.U. copyright regulatory framework—such as to block and remove UGC—with options that are largely unregulated, like monetization. In doing so, they hide behind the veil of complexity and opaqueness workings of the systems that potentially violate human rights.

In this case, the inability of content recognition tools to identify contextual exceptions (parody, quotation, pastiche, etc.), enables that vast amounts of UGC are checked for non-contextual matches with reference files, empowering rightholders to claim that content as their own. Depending on how the thresholds are set in platforms’ match policies, rules, or actions, rightholders will automatically have the option to monetize that content. Since monetization is a popular moderation option, it is likely that UGC protected by user rights is unlawfully monetized on a regular basis. This provides yet another argument to limit the permissibility of preventive filtering to narrowly defined instances of “manifestly infringing” content (as discussed in Section II.B.2).

UGC monetization also has a subtle side effect that can be placed in the context of the above-described concealment strategies (as discussed in Section II.B.1). If rightholders do not opt to block or remove content, the illusion is created that no freedom of expression harm occurs. After all, the content remains publicly available. However, by monetizing such content, rightholders de facto claim ownership and exclusivity over transformative content permitted by law and therefore remove it from the freedom of expression zone that enables follow-on creation. If monetization goes unchallenged, as it often does, the UGC in question is then considered for all practical purposes as exclusively owned and commercially exploited by the rightholder who claims it, irrespective of its legal qualification as a permitted free use belonging to the public domain. This human rights deficit, in turn, leads to another, as it thwarts the ability of users to potentially exercise their own copyright over the UGC they created.

2. *Encroachment Upon the Fundamental Right to Copyright of UGC Creators*

A second and closely related problem is that of unremunerated user creativity and misappropriation of monetary rewards by copyright holders that have access to platforms’ content recognition tools. This problem leads to a
human rights deficit because it encroaches on the remunerative dimension of the user’s fundamental right to property—in this case intellectual property. UGC may consist of self-created material, public domain material, authorized and unauthorized takings of copyrighted material, or a combination of the previous. Oftentimes, UGC is the product of a certain amount of creative effort, whether in creating the content from scratch or in adapting existing works to create a new one. Unlike in U.S. law, there is no harmonized concept of “derivative work” in E.U. law; there is also no harmonized right of adaptation but rather a broadly interpreted right of reproduction. This means that although exceptions or limitations for transformative uses—which may qualify as defenses or user rights—are to some extent harmonized in Article 17(7) of the CDSMD, national laws diverge in how they deal with different types of transformative works. Naturally, the general EU standard of originality that requires a work to be the “author’s own intellectual creation” applies to transformative or derivative works. Thus, considering the low threshold for originality in E.U. law, it is likely that UGC will often qualify as copyrighted content, meaning that the user-uploader should be entitled to monetize it, or at least part thereof.

If the UGC in question does qualify as copyrighted content, two main scenarios arise in relation to content where traces of a third-party reference file are matched in platforms’ moderation systems. In both scenarios, as we shall see, the fact that the law outsources the regulation of monetization to platforms and larger rightholders, and the opaque practices of these players in


301. See Rendas, supra note 136.


303. National laws may contain rules on whether the use of a pre-existing work without permission in a transformative work constitutes copyright infringement. This topic is not harmonized under E.U. law. However, this aspect should not influence the qualification of the transformative work as a copyrighted “work,” provided it meets the originality standard in E.U. law.
this regard, leads to an encroachment upon UGC creators’ fundamental right to property, including copyright as a form of intellectual property. This interference with the right to property deprives UGC creators of legitimate rights revenue relating to their own creative contributions.

In the first scenario, third-party material incorporated in the transformative UGC and identified via a platform’s content recognition tools is not covered by a transformative use exception, like parody, caricature, or pastiche. In this case, application of the legal rules would leave the rightholder of the pre-existing work with two options: (1) accept to share the revenue with the user-uploader or (2) request the content’s takedown on the grounds of unauthorized reproduction of the original work in part and its making available online. However, current practices and systems of platforms enable the rightholder to appropriate the entirety of the monetization revenue if they decide to leave the content up.

In the second scenario, the third-party material incorporated in the transformative work is covered by an exception or limitation, thus enabling the use of the third-party material in the UGC. However, the content moderation system—which is incapable of determining the contextual lawful use—nevertheless allows rightholders to monetize exclusively. In this case, subject to specific national rules (e.g., statutory licensing regimes for these uses), it follows from our analysis of E.U. law that user-uploaders should receive the entirety of the available monetization revenue for what is effectively a commercial exploitation of their works.

To the best of our knowledge, in neither scenario the content moderation systems we examined contemplate monetization for the UGC creator as default options in their matching options, rules or procedures. Rather, existing systems are designed to empower legacy enterprise rightholders, leaving follow-on users-creators only with the option to complain ex post. Systems like Content ID and Rights Manager enable (mostly large) rightholders to immediately apply a monetization action when segments of UGC match with reference files, without requiring the rightholders to prove copyright infringement. The burden to argue for the applicability of an exception falls on users-creators, who must file disputes and counter-notices and therefore “fight” for the monetization of their content, assuming they are eligible for monetization in the first place under the platforms’ policies. As the data examined above suggests, these counterclaims rarely occur.
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In our view, it is doubtful whether the new rules in the CDSM Directive and the DSA will improve this. Rather, they appear to create a particular challenging landscape for users, due to the potential for obfuscation of the complaint procedure offered by the overlapping application of legal regimes that outsource these procedures to platforms. As noted, monetization restrictions may be appealed—both via in-platform procedures and certified out-of-court dispute settlement bodies—under Articles 20 and 21 of the DSA (as discussed in Section III.A.3.b). However, this means that for the same item of UGC in one platform, part of the complaint and redress mechanism is regulated by Article 17(9) of the CDSMD (for UGC that is blocked or removed), whereas the other part is governed by Article 20 of the DSA (for UGC that is monetized).

The result, then, is that through the strategies of outsourcing and concealing, the fundamental right of UGC creators to be remunerated for their works through monetization is mostly eliminated or reduced to a potentially ineffective right of complaint.

3. Unequal Treatment and Discrimination of UGC Creators

As Martin Husovec and João Pedro Quintais argue, the way the design of Article 17 of the CDSMD favors large-scale or enterprise rightholders gives rise to the question of whether it violates the principle of equal treatment in Article 20 of the Charter. Although not regularly applied in the context of intellectual property rights, the principle of equal treatment is no stranger to E.U. copyright law and to the remuneration interests of authors. In the area of collective licensing and fair compensation, for instance, the CJEU has clarified that Member States cannot impose fair compensation rules that would unjustifiably “discriminate between the different categories of economic operators marketing comparable goods covered by the private copying exception or between the different categories of users of protected subject matter.”

Other judgements regarding private copying, such as VG Wort and Microsoft Mobile Sales International, have further detailed the interpretation of equal treatment. These cases suggest that the principle of equal treatment
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may require lawmakers to establish “objective and transparent criteria where private ordering (based on existing rules) cannot guarantee this.”309

How does this translate to Article 17 of the CDSMD? The argument of unequal treatment is not easy to make, since in this instance the risk of discriminatory treatment is buried “under layers of technicalities of E.U. copyright law.”310

The departure point for this argument is that the default liability and licensing obligation dimension of Article 17 of the CDSMD—including the best efforts obligation to license—provides an advantage to large rightholders. To avoid liability, OCSSPs must proactively approach rightholders to obtain an authorization. To save time and resources, OCSSPs are likely to focus on easily identifiable and locatable rightholders (as discussed in Section II.A.1). In contrast, small rightholders and individual creators are disadvantaged as they must find and contact OCSSPs themselves, monitor the market, review use of their works by third parties, and approach each platform separately.311

Moreover, the liability exemption mechanism in Articles 17(4)(b) and (c) of the CDSMD places individual UGC creators, who rely on transformative use exceptions, at a disadvantage in relation to larger rightholders. Through the outsourcing and concealment strategies we have described, the design and control of UGC moderation systems are left to the private ordering of platforms and larger rightholders. The way these systems and practices have developed enables rightholders to appropriate UGC via monetization tools, despite it not being regulated in Article 17. Individual creators, which in theory benefit from freedom to engage in transformative uses and are entitled to copyright protection for their creative contributions to UGC, are in practice left with ineffective ex post complaint and redress tools.

As recognized by the court in Poland, the justification for tolerating the encroachment of Article 17(4) of the CDSMD upon freedom of expression is the objective of ensuring a high level of protection for copyright holders under Article 17(2) of the Charter. The court relied specifically on the appropriateness and effectiveness of the liability exemption mechanism to achieve this aim.312 However, this is only the case if the mechanism is
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implemented and interpreted in light of fundamental rights, especially the freedom of expression and other fundamental rights of users.

What appears to have eluded the court is how inroads into the freedom of expression and the right to copyright of UGC creators may lead to their unequal treatment as compared to large-scale rightholders. Following the case law cited above, it is difficult to see how this different treatment between categories of rightholders is non-discriminatory, objectively justified, or socially just.

Importantly, the different pre-existing resources of large rightholders compared to individual UGC creators do not justify the uneven situation described above. In our view, the advantageous position of the first does not arise solely because they are better positioned financially and infrastructurally to internalize and benefit from the complex regime of Article 17 of the CDSMD. Rather, the unequal treatment of creators is a result of the uneven allocation of liability and obligations in the legal regime, and how they are implemented—or taken advantage of—by powerful actors. Naturally, as the court recognized in Microsoft Mobile Sales International, Member States cannot rely on market players implementing the provisions to correct discriminatory treatment, especially where these might not be aligned with their corporate interests.

In its non-copyright case law, the court has stated that the “legislature’s exercise of its discretion must not produce results that are manifestly less appropriate than those that would be produced by other measures that were also suitable for those objectives.” It follows that when implementing and interpreting Article 17 of the CDSMD, national legislators should consider measures to ameliorate or solve the unequal treatment described above. Our analysis already points towards some solutions in this respect: clarification of the scope of matching as applying only to “manifestly infringing” UGC, which should have downstream positive effects in reducing abuses of the “monetization” option (in the sense that less matches will lead to less monetization claims and UGC appropriation); additional transparency as regards monetization actions on platforms; consideration of collective licensing schemes with non-waivable remuneration rights for individual creators; better recognition of the legal position of UGC creators; and design
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IV. CONCLUSION

A closer inspection of content moderation rules in the CDSM Directive and the DSA confirms a worrying tendency of reliance on industry cooperation and user activism to safeguard human rights. Instead of putting responsibility for detecting and remedying human rights deficits in the hands of the state, the E.U. legislature prefers to outsource this responsibility to private entities, such as OCSSPs, and conceal potential violations by leaving countermeasures to users. The risk of human rights encroachments is compounded by the fact that, instead of exposing and discussing the corrosive effect of human rights outsourcing in Article 17 of the CDSMD, the CJEU has rubberstamped this regulatory approach in its Poland decision.

As a welcome departure from the court-approved outsourcing and concealment scheme, Article 17(7) of the CDSMD obliges Member States to ensure that transformative UGC, containing quotations, parodies, pastiches, etc., survives content filtering and can be uploaded to online platforms. In addition, audit reports evolving from Article 37 of the DSA can offer important information for the European Commission to identify and eliminate human rights violations. Both exceptions to the rule of outsourcing to private entities, however, are currently underdeveloped. E.U. Member States have not consistently taken specific legislative action to shield transformative UGC from content filtering measures. The success of the DSA cascade of interventions—from audit reports to non-compliance decisions and fines—is unclear.

A case study shedding light on the largely uncharted territory of UGC monetization—the most common rightholder reaction to the detection of traces of protected third-party material in UGC—confirms that outsourcing and concealment strategies put human rights at risk. E.U. law gives platforms far-reaching autonomy to establish their own governance policies in relation to UGC monetization. The DSA only provides certain ex post mechanisms, such as transparency obligations and complaint systems. In this unregulated space, much remains unclear. The lack of country-by-country data makes a legal and empirical analysis of monetization practices challenging. In particular, there is no detailed information on how rightholders can set thresholds for matching content. In the European Union, this is crucial information for the fundamental rights assessment of such systems. Finally, beyond the option of setting thresholds for matching content, there is little information on how these systems account for the individual context surrounding uses that are
permitted by law, such as use for the purposes of parody, caricature, and pastiche protected under Article 17(7) of the CDSMD.

From a human rights perspective, the main deficit caused in this opaque environment is that content moderation systems established by the biggest platforms allow larger rightholders to appropriate and exploit as their own transformative UGC that, under E.U. law, is explicitly exempt from their permission on freedom of expression grounds. Outsourcing the human rights responsibility to platforms and copyright holders, the E.U. (and national) legislators allow the development of complex moderation systems with monetization options that disregard freedom of expression spaces. The current regime further leads to an encroachment on UGC creators’ fundamental right to (intellectual) property, as it deprives them of the opportunity to benefit from revenues generated by their transformative content. Finally, we argue that the existing framework leads to the unequal treatment of UGC creators. This results from the uneven allocation of liability and obligations, and their practical implementation by powerful platforms and large rightholders.

To minimize the corrosive effect of monetization systems on the fundamental rights of creative users, it is important to reduce the impact of content filtering mechanisms—and related monetization options for rightholders—from the outset. Considering the outcome of the Poland decision, a first step in this direction is the confinement of content filtering to “manifestly infringing” UGC. ³¹⁶ Going beyond the Poland ruling, however, it should also be considered to introduce collective licensing schemes with non-waivable remuneration rights for individual UGC creators. In addition, it is important to redesign monetization systems and make them inclusive, in the sense of offering creative users monetization opportunities that are equivalent to those available to large rightholders.

---

³¹⁶ Cf. CJEU, 26 April 2022, case C-401/19, Poland v. Parliament and Council, ¶¶ 84–86; QUINTAIS ET AL., supra note 25.